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Welcome from the Editor

n his premature eulogy in the closing minutes of the film The Wrath of Khan, James T. Kirk

says of his dear friend Spock “of all the souls | have encountered in my travels, his was the

most human.” The fascination with why humans do the things they do is universal—and it's a
theme almost all of the student scientists featured in this Journal have built on this year.

Any scientist can tell you that when you work with humans, you're asking for trouble. You have
to recruit subjects, monitor their safety, make sure they don't figure out the question you're trying to
ask, and try to keep them from dropping out of your study.

Those difficulties didn't stop our researchers from investigating human subjects in many
different ways.

Sophia Sondey and Phoebe Degn, for example, looked at how humans process emotion through
the senses. Sophia investigated whether gender-targeted fragrances elicit a corresponding gender-
based response, while Phoebe asked whether listening to music can reduce stress.

Zoe Rabinowitz and Bella Solimine looked at the human memory. Bella wanted to find out why
people sometimes remember things that didn't happen, and Zoe wanted to see if musical training
improves verbal memory.

Hope Swetow and Luca Broder looked at how humans sleep. Hope investigated the reasons
why we dream, and Luca made his subjects sleep better by getting them to cut down on their
screen time.

Zack Ashen directly probed the meaning of humanity by writing a computer program that could
function as both a judge and a poet. As you'll see when you read his paper, his computer’s poetry was
good enough to fool a fair number of Berkeley Carroll English teachers!

The one exception to this year's trend of studying aspects of human behavior was Donald
Minerva, who compared the benefits of hydroponics to aeroponics in a study that has applications to
big issues like food security in an increasingly populous world. The advantage of using plant subjects
is that they never forget appointments, they work around your schedule, and if you lose a subject or
two, no one really misses them. Plants are a lot easier to work with than people.

That said, | think all of our student scientists would argue that despite the trouble, working
with humans has some appeal. Since we're all human, conducting research on people allows you to
look inward and outward at the same time. | encourage you to do the same as you read the pages of
this year’s journal.

Goodbye for now,
Scott Rubin
Upper School Science Chair



Science Research and Design
SENIOR RESEARCHERS

Zack Ashen '20
= = Zack i.s presen.ting his research on
- P machine learning and, more
| specifically, intelligent computing.
\:}‘ Zack has been interested in artificial
— intelligence and computer science
since middle school and was inspired by a paper
written by Alan Turing. He was fascinated by the
paper which theorized that a computer could be
indistinguishable from a human. Over the course of
three years, Zack has attempted to develop an
“intelligent” computer that could be considered of
human-level intelligence.

Luca Broder '20
Luca is presenting his research on the
Ay relationship between screen usage
\ ‘:?L and sleep quantity. As someone who
-
A has struggled to balance school work,
screen usage, and sleep, he wanted
to dig into the relationship between two of those
factors. In 11th grade, Luca worked with Dr. John
Mariani to determine whether there was a
correlation between screen usage and sleep
quantity among high schoolers. As a senior he has
worked to determine whether this correlation is
causal. He hopes to continue this research and to
begin testing the effect of screen usage on adult
sleep quantity.

Phoebe Degn '20

Phoebe is presenting her research

on the relationship between music
and stress. She worked closely with
Dr. Karen Kauffmann to figure out an
experimental design that would best
answer her scientific questions. In 11th grade, she
began by focusing on self-reparted stress and
experimented with different music types. In 12th
grade, she decided to focus more specifically on
physiological measures of stress and used a heart
rate monitor to determine students” heart rate and
heart rate variation during a stress-inducing task.
Phoebe hopes to continue to research psychological
and physiological measures of stress to determine if
music benefits adolescents who face stressors daily.

Donald Minerva '20
For the past three years, Donald has
been interested in sustainability,

= specifically investigating how to
m develop agricultural techniques to

allow food yields to keep pace with a
growing global population. He began in 10th grade
testing how the difference in nutrient content in
feces from different species of fish would affect the
growth rate of lettuce plants grown without soil
(hydroponically). In the following year, Donald
conducted a study in which he varied the levels of
nitrates, phosphates, and ammonia in a hydroponic
system. With the data he gathered from 10th and
11th grade, he began investigating the advantages
of different types of soilless growing systems for
lettuce plants. Ultimately Donald plans on
incorporating all the different studies he has done
since 10th grade and continuing his hydroponic
investigations outside the classroom with the help
of family members who also use hydroponics.

Zoe Rahinowitz '20

Zoe is presenting her research

on the effect of musical training on
verbal memory. Her interest in the
relationship between music and
memory started in eleventh grade
when she conducted her first study, asking students
to complete a memory test while listening to
different types of mood-inducing songs. Her
research then evolved to musical training, as she
became more interested in the long term effects of
music on the brain. This year, Zoe used subjects in
middle school and high school, creating her own
version of a verbal memory test to examine the
different verbal memory skills of students enrolled
in Berkeley Carroll's music program. In the future,
she hopes to continue to examine this relationship
and others, to determine the potential ways in
which music can be used to help developing brains.



Isabella Solimine '20

Bella is presenting her research on
the accuracy of memory recall and
the formation of false memories. She
began her research on the accuracy of
memory recall in simulated eye-
witness testimonies in the 11th grade using 5th
graders as participants. The conclusions of this
study prompted her to continue testing the
influence of biased information on memory recall in
a simulated eyewitness testimony scenario. Bella’s
12th grade research was intended to test whether
there is a difference in accuracy of memory recall
when accuracy of co-witness testimonies and
language in follow-up questions is varied. She used
9th and 10th grade subjects who were asked to
watch a video, answer a set of comprehension
questions, read either an accurate or inaccurate
testimony, then answer a set of follow-up questions
containing either correct or misleading language.
Bella wishes to continue to research the concept of
false memory formation in the future, as it
combines her interest in law and her fascination
with memory and psychology.

Sophia Sondey '20

For the past three years, Sophia has
been attempting to determine the
reason for the gender divide in the
fragrance industry. Why is perfume
for women and cologne for men? Is
there something in the biological makeup of men
and women that causes them to react differently to
perfume and cologne, or are we just responding to
what the marketing information of the products tells
us we should like better? In order to answer these
questions, Sophia has been examining differences
in the way males and females emotionally respond
to perfume and cologne. She has also been
attempting to determine how this emotional
response is affected by the marketing information
of perfume and cologne. During her junior year, she
was mentored by two consumer insight specialists
at Bustle, a women'’s lifestyle and insights
magazine company, who worked with her to host a
focus group on fragrance marketing strategies. This

year, Sophia has incorporated heart rate as a tool to
measure emotional response into her experiment. In
the future, she wishes to advance her research to
continue to uncover the reason for the gender divide
in the fragrance industry.

Hope Swetow '20

Hope is presenting her research on
the significance of dreaming in
adolescents. In 11th grade she
focused on the difference in dream
recall frequency between male and
female participants, which prompted her 12th grade
case study. Hope decided that in order to truly
understand dreams on a deeper level, she should
read and analyze the dreams of several Berkeley
Carroll students. Instead of using a survey to collect
data as in previous years, Hope gave participants a
dream diary with the hope that she would receive
in-depth accounts of the participants’ dreams.
Working with her mentor, Ms. Sarah Moore, she
employed several qualitative data analysis
techniques to come to her conclusions. Because
many aspects of dreaming remain a mystery to
scientists, Hope continues to be fascinated by them.
She wishes to further her understanding of
dreaming in the future.
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Computational Methods in
Intelligent Computing
by Zack Ashen

Abstract

irst theorized by Alan Turing in 1950, machine learning and artificial intelligence allow computers

to mimic human decision making and pattern recognition abilities. Recent advancements of

machine learning programs have given more attention to Alan Turing’s original question of whether
a computer can fully mimic human-level intelligence. The goal of this study was to develop an intelligent
computer. Initially, a computer program (a Computer Judge) was developed to detect consciousness
through written dialogue and was tested using a modified Turing Test. The Computer Judge in the
modified Turing Test showed no significant difference between its assessment accuracy of humans and
computer chatbots (p-value: 0.33). A Lovelace Test was used after the modified Turing Test to test the
creativity of the program. The developed computer program was able to create poetry that was not
significantly different from human poetry (p-value: 0.0929). Furthermore, younger participants were much
more likely to mistake a computer poem for a human poem (p-value: 0.1214) whereas older participants
were less likely to make a mistake (p-value: <.0001). It was concluded anecdotally that the developed
computer program does not represent human level intelligence.

Introduction

Machine learning has emerged in the field of computer science as a tool to augment human processes
(Ghahrami, 2015). Most common computer programs are only able to perform basic quantitative tasks
and must follow explicit instructions written by a programmer (Géron, 2017). When a computer is
explicitly programmed, the program is written in a stepwise fashion similar to how a standard laboratory
procedure may be written. In other words, the computer completes a series of tasks written by the
programmer. However, with the emergence of machine learning, computers can recognize patterns
without being explicitly programmed (Samuel, 1959). In machine learning, the programmer writes
instructions for a computer to find patterns in data and then output a prediction or conclusion from that
data, without explicitly writing the process which the computer should follow to get to the end
conclusion or prediction (Géron, 2017). Therefore, a computer programmed effectively with machine
learning should be able to function independently from the code explicitly written (Samuel, 1959). Thus,
computers can appear to function autonomously, but, in reality, they follow a mathematical process that
only appears autonomous. For example, if a human were to multiply two numbers, they may follow a
stepwise process in their heads (e.g multiply the ones by the ones place, multiply the tens place, etc.).
Thus, the process for humans seems like it could be explicitly written. However, a computer appears to
skip all of these steps when it multiplies and can come to a mathematical answer without explicit
instructions (Weizenbaum, 1976). To many humans, multiplication is a multi-step process, but to a
computer, the calculation is completed in one step. This is analogous to machine learning. To humans,



computing large sums of data and creating conclusions is a multi-step process, but to a computer, this
process is just a mathematical algorithm (Geron, 2017).

Furthermoare, a machine learning program can be trained to repeat favorable actions in order to
achieve a goal. This method of training a computer using machine learning is referred to as
reinforcement learning (Silver, 2017). Reinforcement learing algorithms are often utilized in machine
learning programs that play games such as chess, checkers or Go (Silver, 2017). These programs are
trained much like children—with positive or negative reinforcement. If a computer system programmed
with a reinforcement algorithm reaches a negative outcome, the process that the program took to
achieve that outcome will be weighted less heavily. However, if a computer program reaches a positive
outcome, the process that the program took to achieve that outcome will be weighted mare heavily. In
other words, the more a computer reaches the positive outcome the better it becomes at arriving at that
outcome. Another type of machine learning is supervised learning. Supervised leaming is a type of
machine learning in which the programmer labels the entered data such that the computer learns what
the desirable data looks like prior to being deployed (Kotsiantis, 2007). Supervised learning makes
training the machine learning program faster and easier due to the fact that the computer already knows
what the desired outcome looks like and therefore has a much better ability at matching new data to the
already labeled data. For example, in a spam email detector that uses a supervised machine learning
algorithm, the user labels emails as spam or not spam and then the computer learns based on previous
decisions what type of text in the emails is spam and looks at new emails to compare to the labeled
ones. Supervised learning is faster and more successful than unsupervised learning (when the computer
is not trained prior to deployment) because the computer is being assisted and taught the pattern
instead of learning the pattern independently. In addition, a supervised learning program is less likely to
make a mistake than a program that does not have labeled data sets. This is due to the fact that it has
been manually trained, so the computer has more precision. In fact, reinforcement learning algorithms in
tandem with supervised learning methods create a program that can be trained and goal-oriented
(Lin, 1992).

Furthermoare, with the emergence of machine learning, computers are able to follow a
mathematical process to analyze data and learn patterns from them (Géron, 2017). The most simple
machine learning algorithm is a regression analysis (Géron, 2017). These simpler prediction algorithms
have been abstracted to create a modeled prediction system known as a neural netwaork (Schmidhuber,
2015). Neural netwarks are sets of algorithms that use nodes and layers to model human cognition
(LeCun, 2015). Moreover, in a network, there is an input layer that takes in data, hidden layers that take
into consideration different weights and biases, and an output layer which is the final prediction
(Dietterich, 2000). To an outsider, the result of a neural network may appear like the program is making a
conscious decision. However, in a neural network, a computer uses algorithms to take input data and
make predictions or conclusions (Silver, 2017).

A more advanced type of machine learning architecture that is used for language processing is a
Recurrent Neural Network (RNN) (Schmidhuber, 2015). The piece of the RNN that makes it advanced is
the inclusion of deep learning. Deep learning is a type of machine learning that uses nodes in a layered
pattern to mimic the design of a human brain (LeCun, 2015). These nodes are meant to mimic the
biological neurons in humans. In this layout (Figure 1), the first layer of neurons take the input data and
then that data is processed through hidden layers using specific deep learning algorithms (LeCun, 2015).
This allows for mass amounts of data to be analyzed and considered. RNN's use the same neural
network structure but are designed such that each node in the different layers follow a sequential path
(Schmidhuber, 2015). In other words, data from one node goes to anather node which goes to another



node and so on. This is effective in text analysis because the text is read in a sequential manner and
thus translates well to the sequential nature of the neural network. Furthermore, for text analysis RNNs
are able to be trained off of large amounts of texts known as corpuses (Li, 2016). Corpuses have
thousands of lines of text that the RNN processes and learns from. After the RNN has processed the
data, seed text can be used to prompt the RNN to output related text from the corpus or to weigh the
seeded text more heavily in its recreation (Géron, 2017).

Figure 1

A Visual Representation of a Neural Network.
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Machine learning programs can be built using programming packages, which include previously
built code. Python programming packages, such as Scikit-learn (Pedregosa, 2011), make basic machine
learning easier due to the fact that they automate much of the learning process. However, in addition to
that, more complex tools are necessary for more advanced machine learning algorithms. For example,
the most effective way to implement reinforcement learning is with a program called TensorFlow (Abadi,
2016). TensorFlow is a free software library for machine learning; it uses the cloud to simplify
challenging computational tasks that are too complex for a desktop computer. In addition, TensorFlow
creates a framework for setting up deep learning such that the programmer does not have to start
from scratch.

As machine learning techniques and neural networks have improved, they have also become more
effective at resembling human-level cognition (Moscovitch, 1995; LeCun, 2015). This improvement has
evolved from basic supervised learning algorithms that could only recognize patterns in simple data to
complex neural networks that are able to recognize patterns in images that build large data sets
(Kotsiantis, 2007). Therefore the question at hand arises: can a computer be deemed of human-level
intelligence?

Chatbots are programs that conduct written conversations and replicate human dialogue (Gamez,
2008). Due to this, they are the most effective exhibit of computers that demonstrate human level
cognition. (Radziwill, 2017). Furthermore, through the use of neural networks these programs are able to
replicate human sentiment (Gamez, 2008), dialogue (Li, 2016), and include a conversational context
(Vinyals, 2015). Chatbots exhibit the human-level intelligence that machine learning is able to create.



The Turing Test (Turing, 1950), also called the Imitation Game, is a method that systematically
assesses the intelligence of chatbots. In the Turing Test, two confederates, a computer and a human,
answer questions from an interrogator whose goal is to ascertain their true identity. The interrogator,
through a series of questions, identifies the subjects as human or computer. According to Turing, if an
interrogator can not accurately distinguish the computer from the human subject then the computer must
be intelligent. The Imitation Game is played annually in the Turing Test which assesses new computer
programs” ahility to play the Imitation Game (Livingstone, 2006). Computers entered into the Turing Test
are tested on their ability to fool an interrogator into thinking that they are human, thus showing they
have human intelligence and can mimic human decisions. This is the standard method to test chatbots
(Livingstone, 2006).

However, the Turing Test is an ineffective means of assessing artificial intelligence (LaCurts, 2011).
The problem with the Turing Test is that chatbots utilize linguistic deception as a manner for deceiving
interrogators. In other words, computer subjects make intentional grammatical errors or design their
personalities in an attempt to deceive the judges. It is also not possible to tell judges to be cautious of
linguistic deception because if a human truly does have poor grammar they may be more susceptible to
consider them as a computer after being warned. Linguistic deception serves solely to deceive the
interrogator and not to show computational intelligence and is, therefore, a flaw in the Turing Test
(Livingstone, 2006). This makes it impossible to detect whether a chatbot is, in fact, intelligent.
Moreover, in the Turing Test, it is impossible for chatbots to make decisions which is a key characteristic
of artificial intelligence (McCarthy, 1979). Chatbots in this test are only able to respond to questions and
do not come to conclusions or make decisions. Therefore, the Turing Test is considered ineffective
(LaCurts, 2011).

In the current study, The Turing Test was reworked such that the chatbot being tested for
intelligence was inserted into the Turing Test as a judge such that there was a human judge, computer
judge, a human confederate, and a computer confederate. This modification to the Turing Test was based
on a study that showed that a defining characteristic of humanity is being able to discern what has
consciousness and what does not (Cheesman, 1986). A successful computer judge would demonstrate
an equal ability to assess consciousness to a human by being able to determine the difference between
a human and a computer through dialogue. Therefore, the human judge’s assessment accuracy was
compared to the Computer Judge's assessment accuracy to see if there was a difference between their
abilities at assessing consciousness. If the chatbot can discern what has consciousness, between
humans and computers, then it fits anather criteria of an intelligent chatbot and is even more human-
like. This new configuration also removes the problem of linguistic deception due to the fact that the
Computer Judge does not need to fool the confederate to be deemed intelligent. The Computer Judge
will use supervised reinforcement learning to come to accurate decisions and make the chatbot more
versatile such that it is able to do two things: ask questions and come to accurate conclusions. By fixing
the Turing Test and changing the standard programming scheme of intelligent chatbots, this new design
should be able to take the first step in creating an intelligent chatbot.

Beyond simply detecting consciousness an additional ability to exhibit creative thought needs to
be included for the computer program to be considered intelligent (Bringsjord, 2003). This facet of
intelligence is characterized by the Lovelace Test which tests a computer's creative intelligence
(Bringsjord, 2003). In the test, the Computer Judge should be able to create a work of art and the
programmer should not be able to explain exactly how the program was created, demonstrating the lack
of explicit programming. Poetry was subjectively chosen as the artistic medium for the computer
program to illustrate its creativity. In other words, the Computer Judge was turned into a computer poet.



There should be no difference in the proportion of poems deemed to have been written by humans. This
would suggest that people identify human poems as frequently as they identify computer poems,
indicating creativity. After both the creative aspects of the Computer Poet and the decision making
aspect of the Computer Judge are combined, the computer would take another step towards human-
level intelligence. (Gamez, 2008).

Methods
Computer Judge Program Development

A supervised reinforcement learning program was developed to serve as a Computer Judge in the Turing
Test. A list of 25 preset questions was imported into an array to serve as a random question bank for the
confederates. Answers to questions were paired together and stored in a dictionary. The dictionary was
then rewarded and reinforced contingent on a moderator verifying the correct assessment of the
confederate. A reinforcement learning software agent was imported from the TensorFlow module to
monitor specific word usage in the responses to questions. Words were classified as emotional or
unemotional using TensorFlow’s pretrained text embedding modules. In addition to emotion, the program
measured repeated words, character length, and grammatical accuracy. Grammatical accuracy was
monitored based on the number of commas, semicolons, colons, m-dashes, and quotations. Grammar
was monitored in such a way that the computer judge would not be subject to linguistic deception. The
reinforcement learning network associates a correct response with the weighting value of multiple
measures. In this case one of those is grammar, and, therefore, if computers make more grammar
mistakes the Computer Judge would still be effective in detecting it because it would learn that pattern
and change its weighting. In other words, at one point during its learning process, it may correlate more
grammar mistakes to a chatbot, but as it learns more, it may correlate grammar mistakes to a human.
Therefore, the computer judge, unlike human judges, would not categorically associate grammar
mistakes with one confederate identity. Similarly, the computer judge did not associate any of the other
measures (emotional word count, repeated word count, and character length) with a confederate
identity. Rather the program, after learning if its assessment was correct, would adjust its weighting of
the measures to make more accurate predictions as to the identity of the confederate.

Reverse Turing Test

Four groups of trials were conducted: Human Judge (HJ)—Human Confederate (HC), HJ —Computer
Confederate (CC), Computer Judge (CJ)—HC, CJ—CC.

There was no specific recruitment method for acquiring the participants due to the fact that the
only criterion for participation was being human. Participants were sampled from the Berkeley Carroll
high school’s student body and faculty using a variety of methods including emails to the school, planned
sampling during school meetings, and school surveys. 97 assessments were conducted by the CJ and
HJ. The CJ made 55 assessments while the HJ made 42 assessments. There were 79 participants in
the study. 5 participants were older than 18. Having 79 humans allowed both judges to assess a variety
of HCs.

Participants in the HJ trials were assigned roles as either an intermediary, judge, or confederate
using simple randomization. Both trials could be conducted using a standard Turing Test. Participants
were not blinded to the rules and goal of the adjusted Turing Test. However, due to the rules of the
Turing Test they were blinded to the roles of the other participants. The judge’s job was to ascertain the
identity of the confederate by emailing questions to an intermediary. The intermediary was either



assigned to a HC or to a CC. If the intermediary was assigned to a human, they would transcribe the HC's
answers into their response to the judge through email. The intermediaries were used to maintain
anonymity of the confederate, such that the judge did not know who they were talking to. HCs were told
to answer the questions in any manner they choose. Judges were restricted from asking questions
specific to the location in which the test occurred and any other information that may be personally
known by participants. After 20 minutes, judges would return their assessed identity of the confederate.

The trials with the CJ were completed independently from each other. The group with the CJ—CC
was completed having a moderator transcribe questions from the CJ into four chatbots. The moderator
would then transcribe the chatbot’s response to the questions back into the CJ. This would go on for 25
questions until the CJ arrived at its final assessment, and was repeated for each chatbot multiple times
to allow the CJ to make numerous assessments. For the assessments with the CJ—HC, the HC was
instructed to answer the CJ's questions in any manner they desired. All the HCs throughout the study
were permitted to lie.

Poetry Generation Program Development

After developing the CJ program, an additional piece of code —a Computer Poetry Generation

program —was developed to add creativity to pass the Lovelace Test. Furthermore, a multi-layer recurrent
neural network (RNN) was developed to train a model based on children’s poetry. Children’s poetry was
chosen due to its popularity and ease of recognition. Commonly known poets like Dr. Seuss, Shel
Silverstein, and E.B. White were included. To develop the corpus used to train the model, a 31,829 line
text file was created. The RNN developed was a two-layer network and the size of the RNN's internal
layers was 128. Throughout the study, the corpus was edited, removing non-English words, multiple
spaces, and reinforcing positive sentence structure. The reinforcement of positive sentence structure
was done through the addition of multiple lines of identical sentences that had correct grammar and
rhyming schemes. This was done to encourage the neural network to learn more off of these sentences.
The resulting poetry was deemed satisfactory for an initial test based off of anecdotal feedback from
peers and subjective comparison to other poetry (Figure 2).

Figure 2

Sample Computer Generated Poem before Revisions.

A singer cannot forget to see and say,
Find a thousand ways on his own
Blow mine own love in a fire.
Mind, my home to scent and spray
When you're dead on
He drowned his cat,

0 me think's | lived to see
What a time

He thinks of you in a moon: never are you to be done,
It's lost in a starry night.
| do not love when he is home,
No horry hope in the sea, but if he shall go on
And can he go all on the air with me?
| can’t get to the song.



Initial Lovelace Test

An initial Lovelace Test was conducted using 5 of the computer-generated poems and 4 poems from
three selected authors: John Keats, Michel Foucault, Roberto Unger. These authors were chosen based
on the feedback supplied by a member of the Berkeley Carroll English department. A survey was created
to get initial feedback so that the program could be revised and improved upon before a final survey was
distributed. The initial survey was structured such that there were three sets of three poems. In set one
(S1) there were two computer written poems and one human written poem. In set two (S2) there were
three computer written poems and zero human-written poems. In set three (S3) there were zero
computer written poems and three human-written poems. In addition to the Lovelace Test, the
participants were asked to gauge how similar the computer poems were to the human-written poems
and determine the extent to which their choice was a guess. Furthermore, the participants were asked to
include feedback about how they were able to tell the difference between human poems and computer
poems. 11 English teachers in the Berkeley Carroll High school English department were surveyed and
provided data and anecdotal feedback to aid in revisions.

Poetry Generation Program Revisions

Based on the feedback of the English teachers, the program was revised to include necessary features to
increase the quality of the poetry. For example, one English teacher indicated: “Basically | was looking
for sustained (and sophisticated) syntax and imagery. | was also looking for regular structure on the
page. The more it had those things, the more likely | was to think it was a human.” The program was
revised to include more thematic structure and repetition. The RNN was seeded using strings of related
text to improve the repetition of words to induce the sensation of a theme. The result (Figure 3)was
deemed satisfactory to move on to the Final Lovelace Test trial based on subjective approval made by the
Berkeley Carroll English department.

Figure 3

Computer Generated Poem after Revisions Suggested by the
English Department.

The strange stars and sands that come at dawn
In the morning we feel distant to love.
Although, it seems to the beat of death that the sun and stars shine brightest,

And the coarseness of the sand and the coldness of the mountains distance us from ourselves.
Love, | say, are good stars who are born in the wall when capees cover the light of the dead.
And the dark flowers are straightened and strangely with a stream of the sea
and sights and shade.
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Final Lovelace Test

The final Lovelace test was conducted in the same manner as the initial Lovelace Test. However,
instead of only being conducted on one group of English teachers, the test was conducted amongst 70
participants. The computer poems from the original Lovelace Test were replaced with the revised poems
from the program revisions. However, the human poems and the format of the survey remained the
same. The Berkeley Carroll Upper School Science, Language, Math, History, and Arts department faculty
were all sampled to increase participants over the age of 18 as well as to gauge the effect of age on the
assessment accuracy (n = 24). Furthermore, participants under the age of 18 were sampled in the
Berkeley Carroll Upper School and Middle School (n = 51).

Results

In the modified Turing Test, there was no difference in the assessment accuracy of the HJ and the CJ
(Figure 4). Therefore, the CJ is of comparable ability to the HJ at discerning intelligence. Furthermore,
there was no significant difference in the assessment accuracy of the HJ between CCs and HCs
(Figure 5)or in the assessment accuracy of the CJ between CCs and HCs (Figure 6). Therefore, neither
the CJ nor the HJ was significantly better at determining the identity of HCs or CCs.

In the Lovelace test, the proportion of poems chosen as human, given the author of the poem was
a computer, was significantly greater for the trial compared to the pretrial (Figure 7). In other words, the
poetry was significantly better at fooling participants in the trial group. For the main test (Figure 8), there
was no difference in the proportion of human poems chosen as human vs. computer poems chosen as
human in the Total Sample and the 18 Under group. However, for the 18+ group the proportion chosen as
human was larger for human poets than for computer poets.

Figure 4

HJ Assessment Accuracy vs. CJ Assessment Accuracy.

HJ and CJ confederate assessment accuracy (mean % + SEM). Both HJ assessment
accuracy (M = 69.05%, SEM = 0.07) and CJ assessment accuracy (M = 58.18%,
SEM = 0.07) was determined based on the proportion of accurately identified

confederates. A comparison of proportions test showed no significant
difference (p-value: 0.33).
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Figure 5
HJ Assessment Accuracy with CC vs. HC.

HJ's assessment accuracy (mean % + SEM) was compared between the CCs
(M =69.23%, SEM = 0.09) and the HCs (M = 68.75%, SEM = 0.12). A comparison
of proportions test showed no significant difference (p-value: 0.4868).
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CJ Assessment Accuracy with CC vs. HC.

CJ's assessment accuracy (mean % + SEM) was compared between the
CCs (M = 55.88%, SEM = 0.09) and the HCs (M = 61.90%, SEM = 0.11). A comparison
of proportions test showed no significant difference (p-value: 0.33).

o%f

20%

0%

W Computer Judge —
Computer Confederate

Bl Computer Judge —

Human Confederate

Confederate Type

da

C|

(0T

d N

|

4



Proportion of Computer Poems

Chosen as Human

Proportion of Poems Chosen as Human

08

0.6

0.4

02

09
08
0.7
0.6
05
0.4
03
0.2

0.1

Figure 7

Pretrial Computer Poems Selected Human vs. Trial
Computer Poems Selected Human.

The proportion of computer poems chosen as human for the Pretrial computer
poems was compared to the proportion of computer poems chosen as human for
the Trial group. A comparison of proportions test showed a significant
difference (p-value: 0.0059)

M Pretrial -
Computer Poems

W Trial-
Computer Poems

Trial Group

Figure 8

Human poems Selected Human vs. Computer Poems Selected Human.

The proportion of poems chosen as human was compared with two types of authors:

human poets and the developed computer poet. Three groups were designated: Total Sample,
18+, and 18 Under. Total sample is the entire sample. 18+ includes all of the participants
who are 18 and older, and 18 Under is all of the participants under the age of 18. Each group
was tested independently using a comparison of proportions test. There was no significant
difference in the Total Sample (p-value: 0.0929) or in the 18 under (p-value: 0.1214).

There was a significant difference in the 18+ (p-value: <.0001).
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Discussion

Throughout the study, the CJ faced several limitations. It was not possible to implement into the CJ a
sequential learning algorithm such that the CJ would be able to take an answer from the previous
question and formulate a new question based on that answer. This is due to the fact that TensorFlow
does not have a sequential learning algorithm and rewriting a new one in the code conflicted with the
supervised reinforcement learning algorithm and caused a fatal error. It was also not possible to
statistically track the CJ learning. This was due to the fact that data was lost from each individual trial
and therefore it was not possible to see the weights increase and then plateau as they should have if
the CJ was learning. Another challenge that the CJ may have encountered is machine learning bias. The
CJ only asked questions to 5 participants over 18. Therefore, if the CJ only learned how participants
younger than 18 act, the CJ may have developed bias to only be able to accurately detect humans under
18. In order to account for this in a future study, the chatbot should be reset to its weighting parameters
where it has had no experience and then the trial should be rerun while tracking the weights. After a
diverse subject pool has been tested through the chatbot the weighting values from that trial should be
compared to the younger subject pool. If they are the same there is no bias. If they are different there

is bias.

While conducting the poetry test with the computer program that could generate poetry there
were several limitations. First of all, the poetry that the computer-generated poems could be compared
to was limited to a specific array of human authors which could have skewed results. These specific
poems were selected because of the suggestions made by the English department at Berkeley Carroll
who believed these authors would be most similar to the poems developed by the computer. A different
genre of poetry could have been noticeably different from the computer-generated poetry making it
easier to detect. Furthermore, although the computer-generated poetry was able to generate subtle
themes in its poems it was not able to coherently write about a single topic for an extended period of
time, rather it would just repeat words and similar words from the seed text (Figure 3).

The computer was more likely to fool younger participants in the study and make them believe the
computer poetry was human. More specifically, it was clear that the 18+ participants were easily able to
detect computer poems. Whereas, participants under the age of 18 struggled significantly with detecting
the computer-generated poems. However, the computer poet is still a competent poetry writer since it
was able to fool the entire sample including the 18% group. | speculate that the younger group struggled
to identify the human poems simply due to a lack of intelligence and an inability to analyze texts or
simply a lack of experience with poetry. However, | would like to look further into why younger
participants struggled significantly more than the older group.

Even if the CJ and the computer poetry generator were combined into one program, or, even
better, more aspects of human intelligence were added on (e.g. chatbot, voice capability, personality) in
my opinion the developed program would never be able to be considered of human-level intelligence.
Furthermare, in order to design an intelligent computer one would have to design multiple programs that
complete human tasks, like making jokes, writing stories, or speaking. These programs would then all
have to be combined in such a way that the end product would not be efficiently designed nor effective.

Therefore, the next step in intelligent computing should be to design machine learning programs
that use specific elements of human intelligence to accomplish human tasks. | think this would alleviate
the main struggle with designing an holistically intelligent computer. With this, the computer would
simply have to demonstrate one specific element of human intelligence.
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The Effect of Screen Usage
on Sleep Quantity of Adolescents

by Luca Broder

Abstract

his study focuses on the impact of screen usage on sleep quantity among high school students.

| found that higher screen usage was associated with decreased sleep quantity when | conducted

a between-subject comparison of 10 participants’ average screen usage (collected via the iPhone
‘Screen Time" Setting) and sleep quantity (collected with the Fitbit Alta HR). Then, in order to determine
whether screen usage was the cause of this decreased sleep, | conducted a second trial on new
participants. These individuals used their phones a typical amount for one week, and then reduced their
screen usage by 20% for the next one to two weeks (depending on the trial).

Background

Sleep deprivation has many adverse effects. It has been shown to negatively affect academic
performance, as seen in decreased Grade Point Averages. (Smaldone, Honig & Byrne, 2007; Zeek, et al.,
2015; Chee & Chuah, 2008; Taylor, et al, 2013; Amin, et al., 2015; Gilbert & Weaver, 2010). It also leads
to a variety of physical ailments, including obesity (Wong, et al, 2013), depression (Wolfson, &
Carskadon, 1998), and decreased reaction time and coordination (Patrick, Lee et al., 2017).

Unfortunately, high school students (Mary, Jodi & Christopher, 2006) in both private and public
schools (Wheaton Jones, Cooper, & Croft 2018) across the country don't get enough sleep (Kathryn
Orzech, David, Salafsky & Leem 2011). Sleep deprivation is both common, with 72.7% percent of high
school students reporting insufficient sleep, and extreme, as about 20% of those students reported
sleeping fewer than 6 hours on school nights (Wheaton, Jones, Cooper, & Croft, 2018).

Workload (Britz & Pappas, 2010), sedentary behavior (Kakinami, et al., 2017), and mood altering
substances such as caffeine (Davies & Sue, 2010), marijuana (Schierenbeck, Riemann, Berger, & Hornyak
2008), and nicotine (Jaehne, Loessl, Barkai, Riemann, & Hornyak, 2009) have all been found to decrease
an individual's sleep quantity.

There is also overwhelming evidence of a link between screen usage and sleep quantity among
adolescents (Carter, Rees, Hale, Bhattacharjee, & Paradkar, 2016; Harbard, Allen, Trinder, & Bei, 2016;
Neralie & Gradisar, 2010). In one study, researchers examined the screen usage behavior of 9,846
adolescents ages 16—19 (Hysing, Pallesen, Stormark, Jakobsen, Lundervold & Sivertsen, 2015). They
measured “frequency of electronic devices at bedtime and hours of screen time during leisure time”
among participants, and found that participants who used screens more tended to sleep less, concluding
“a negative relation between use of technology and sleep.” In another study researchers administered



questionnaires to 738 adolescent participants and found that “Frequent use of all technology types was
significantly inversely associated with weekday sleep duration.” (Arora, Broglia, Thomas & Taheri, 2014).

The limitation of all of these studies is that since they are observational, rather than experimental,
they do not establish causality. One can't determine causality without controlling for all the other factors
that could affect sleep, something that you can only accomplish by using the same subjects throughout.
In a systematic literature review of twenty studies concerning the “association between portable screen-
based media device access or use and sleep outcomes,” with data from 125,198 children with a mean
age of 14.5, researchers acknowledged that “the limitations of research in this area include:
measurement error of self-reported data;” and most importantly “difficulty in ascertaining causality,” and
“Therefore, a degree of caution is needed when interpreting these findings.” (Carter, Rees, Hale,
Bhattacharjee & Paradkar, 2016). Ultimately, they concluded that “media device access and use at
bedtime is significantly associated with detrimental sleep outcomes, and lead to poor health outcomes,”
but were unable to determine whether screen usage was causing a decrease in sleep quantity. In
another literature review, researchers concluded “that screen time is adversely associated with sleep
outcomes (primarily shortened duration and delayed timing)” but that due to the consistent between-
subject experimental designs of the studies, “causal association [could] not [be] confirmed” (Hale &
Guan, 2015).

In this study, | examine this same correlation but by using a within-subject design, and by
experimentally manipulating screen usage | determined if screen usage is truly inhibiting sleep among
high school students, or if it is just occupying time that would have been spent doing other activities.
This within-subject design allows me to control for all of the factors that differ between individuals that
could affect sleep quantity.

Methods

This study is composed of two trials. In Trial #1, | monitored participants’ sleep and screen usage, and
compared them to each other to determine whether people who used their phones more tended to sleep
less. In Trial #2, the experimental portion of my study, participants reduced their screen usage, and |
monitored how their sleep was affected.

Trial #1 (2019)

To collect subjects | reached out to the Berkeley Carroll 10th Grade Dean, who forwarded my email to
the entire grade seeking study participants. Ten individuals (all of whom had an iPhone) either responded
to the email or came up to me in person asking to take part in the study. The choice to have ten subjects
was based on limited resources (Fitbits are expensive) and | felt that ten subjects would provide enough
data to yield statistically significant results and meaningful conclusions. After | acquired subjects, |
distributed Fitbits and instructed subjects to wear them all day, every day, for the next week. To track
phone usage, participants turned on “Screen Time" in the iPhone settings application. Each week,
participants shared screenshots of their screen time as well as their Fitbit logins which allowed me to
access their sleep data. Of my original ten subjects, three individuals did not wear their Fitbit for the
duration of the study.
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Trial #2 (2a and 2h, 2019)

Sampling

Subjects of ages 16-18 from the Berkeley Carroll Upper School participated in Trial 2 of the study.
Subjects were recruited via an email to the 11th grade (2a), an email to the 12th grade (2b), and an
announcement during 12th grade morning meeting. A total of 29 individuals agreed to participate, (10 in
Trial 2a and 19 in Trial 2b), of which 21 reduced their screen usage by at least 20% and completed all
other tasks required for their data to be used in my analysis. 11th graders (2a) and 12th graders (2b) were
chosen to increase the diversity of the subject pool (I sampled from the 10th grade previously in Trial 1)
and increase the number of potential participants. The subject count was limited by the number of Fitbits,
and lack of interest in the study (after sending out the initial email, several requests for participation were
made on a one-on-one basis to no avail). For both trials, anonymity was impossible as it was necessary
for me to personally message participants with their decreased screen usage goal. However, once the
data was collected and organized for analysis, names were removed.

Materials

Fitbit Alta HRs (2a) and Inspire HRs (2b) were used to monitor sleep quantity (minutes) of subjects. These
devices were chosen for their affordability ($99 2a and $89 2b) and ability to track sleep quantity with
accuracy (Zambotti, et al. 2016; Ferguson, Rowlands, Olds, & Maher 2015). The decision to purchase Fitbit
Inspire HRs for Trial 2b was based on their longer battery life and their waterproof property, allowing
participants to wear them throughout the entire day. For all trials, the iPhone “Screen Time"” setting was
used to monitor participant screen usage (minutes). This software was ideal as it is pre-installed into all
iPhones and provided automatic phone usage data. A daily form was sent out to participants (2a) that
provided them with a place to disclose any extenuating circumstances that could have affected their
sleep quantity and a Feedback form was provided to subjects (2b) where they could articulate any issues
they encountered with the apparatus or provide any suggestions for how to revise the experiment.

Procedure

Participants were provided with a Fitbit and instructed on how to access the iPhone “Screen Time”
software. Participants spent a week using their phones as normal and recording their sleep with their
Fitbits. Daily forms (2a) or a Feedback Form (2b) were sent out to participants where they could disclose
any extenuating circumstances that could have affected sleep quantity. After the first week, participants
shared their screen usage and their sleep quantity. Participants were instructed to limit their screen
usage by 20% for the next one’ (2b) or two weeks (2a). To help ensure this, they enabled a Screen Time
Limit in their settings app, which reminded them when they were getting close to reaching their
maximum screen usage for the day. After the period of reduced screen usage, participants shared their
new screen usage Fitbit sleep quantity data. | compared their average sleep quantity before and after
reduced screen usage.

' Trial 2b occurred over two, rather than three, weeks so that one full round could be completed before
Thanksgiving break, and another round could be completed before winter break.
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Figure 1
The Average Sleep Quantity and Screen Usage of Participants.

Participants” average sleep quantity and screen usage were plotted to determine
whether participants with higher rates of screen usage tended to have a lower sleep
quantity (r2 = .694). Ages ranged from 15-17 (N=7). A 2-tailed linear correlation and
regression t-test indicated that there is a statistically significant negative correlation
between screen usage and sleep quantity (p = .01989).
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Figure 2

Average Participant Sleep Quantity during Period of Regular
Screen Usage vs. Period of Reduced Screen Usage.

The results above compare the average sleep quantity of participants during a period of
regular screen usage and a period of reduced screen usage. Ages ranged from 15-17. Error
bars represent the standard error of mean (average + SEM). A 2-tailed correlated t-test
showed that there was a statistically significant difference (P = .008658) between sleep
quantity during the period of regular screen usage and the period of reduced screen usage.
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Results and Discussion

For the observational part of the study (Trial #1) a statistically significant negative correlation was
found between screen usage and sleep (P =.02) (Figure 1). Once screen usage and sleep quantity data
were documented, the data was anonymized. For the experimental part of the study (Trial #2), there was
a statistically significant increase in sleep (p = 0.009) when participants reduced their screen usage
(Figure 2).

The two trials worked together to demonstrate that screen usage inhibits sleep quantity. In the
first trial, | was able to find a correlation between screen usage and sleep quantity. The link | observed
supported results from previous studies (Carter, Rees, Hale, Bhattacharjee, & Paradkar, 2016; Harbard,
Allen, Trinder, & Bei, 2016; Neralie & Gradisar. 2010). Like those studies, because | was comparing
screen usage between-subjects, the link was not necessarily causal. There are so many variables to
control for in this between-subject design that it is impossible to attribute the lower levels of sleep
quantity among some participants to higher levels of screen usage. The only variable that | could feasibly
account for was workload, which | controlled for by selecting all participants from the same grade.
However, there was no effective way to account for other factors such as different living situations, work
habits or varying workloads, among tenth graders.

The focus of Trial #2 was to advance my research into unexplored territory. The link that | had
discovered in Trial #1 was necessary to progress into researching the causality of screen usage and
sleep quantity. The experimental design | developed and implemented in Trial #2 allowed me to
determine causality between screen usage and sleep quantity. When participants used their phones
20% less, they slept almost half an hour more. This shows that screen usage is truly inhibiting sleep
among high school students, rather than just occupying time that would have been spent doing other
activities.

There were numerous limitations to my study. First, the subject pool wasn't completely random
because | believe members of our community that were familiar and comfortable with me were more
likely to volunteer and participate in the study. Additionally, the subject pool was not very diverse as it
consisted solely of Berkeley Carroll high school students. It is also worth noting that Fitbits are not
medical devices specifically designed for monitoring sleep quantity, so there is room to improve the
accuracy of the sleep measurements. In all trials, | did not account for ather types of screen usage. Going
forward, | would like to use software that would allow me to monitor participants’ screen usage across
all devices. Additionally, in further iterations of my study, | may investigate whether the decreased levels
of sleep result in higher self-reported rates of sleepiness and mental and physical impairment. This
might be interesting to examine, as different individuals require different quantities of sleep to function
at their best. Lastly, | would like to examine how screen usage affects adults. | think a strong place to
start would be amang teachers at the high school where | sampled students for my trials. The discussion
surrounding screen usage and its effect on sleep quantity is nowhere near finished, but | believe this
study is a good first step.
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The Effects of Music on Stress

in Adolescents
by Phoebe Degn

Abstract

he goal of this study was to determine how listening to music during the school day affected the

stress of Berkeley Carroll students. The first trial investigated whether taking time to listen to self-

selected music for 10 minutes during class reduces the perceived stress levels of ninth-grade
students on a modified version of the Perceived Stress Scale. The difference in stress between
experimental groups (music) and control groups (no music) demonstrated no significant difference
suggesting that listening to music prior to taking a test did not alter perceived stress. The aim of the
second trial was to compare the average differences in heart rate and heart rate variation readings of
eighth grade students before and during an online math quiz for experimental and control groups
(n=24). The results showed that there was a significant decrease in heart rate (p = 0.03) and increase
in heart rate variation for experimental groups compared to control groups (p = 0.04).

Background
Stress in Adolescents

The adolescence period in a person’s life is known to be particularly stressful (Seiffge-Krenke,

Aunola, & Nurmi, 2009). A study conducted at Tel Aviv University in Israel with the aim of systematically
identifying the most relevant stressors perceived by undergraduate students in their school lives used
Lazarus’ definition of stress, which characterizes it as: “A person’s perception of an environmental
demand, addressed to her/him, which taxes or exceeds that person’s adaptive resources” (Shirom, 1986).
In other words, stress arises when someone is not able to meet the demands set for them by someone or
something else. The results from this study supported this definition by indicating that examination-
related stress was the most prominent among all the self-reported stressors (Shirom, 1986). Research on
everyday stressors of adolescents shows that they are constantly faced with stress-inducing experiences
relating to friends, parents, and school life (Seiffge-Krenke, et al. 2009). Physical and emotional
development that occurs during adolescence is another stress-inducing factor. The imbalance of the
development of the prefrontal and subcortical regions of the brain leads to a wide range of emations
adolescents experience (Casey, et al., 2010). Psychological changes heighten emotional reactions, which
can give rise to anxiety disorders and other mental illnesses (Casey, et al., 2010). The evidence found
about increased stress and anxiety in adolescents highlights the importance of finding effective

coping methods.
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Coping Methods for Stress

Compas (1987) explains that coping is divided into two categories: problem-focused coping, which is
intended to act on the stressor, and emotion-focused coping, which attempts to regulate the emotions
that arise as a response to the stressor. In his research on the problem and emotion-focused coping
methods that were previously identified, Shahmohammadi (2001) found that adolescents tend to
withdraw from their stressors rather than face them, showing that they are not properly coping. Planning
and organization strategies (Leonard, et al., 2015), turning to friends and family (Leonard, et al., 2015),
and seeking support in school (Armacost, 1990; Hains, 1994) have been identified as methods that
effectively reduce stress. While these coping mechanisms do decrease stress and anxiety, not every
student is able to participate in a training or counseling session. Therefore, it is important to identify
other possible coping strategies that are available to a wider range of students that are equally
effective.

Music and Stress

Music has played an influential role in civilizations for thousands of years. Yehuda (2011) states that
researchers looking into music can “bridge between the clinical, therapeutical and basic research in
music and its effects on stress and stress emotions.” Khalfa (2003), Knight & Rickard (2001), and Thoma
(2013) have all conducted studies on young adults using the Trier Social Stress Test (public speaking task
followed by a mental arithmetic task in front of an audience) to determine whether music affects
physiological responses to stress. Their results all support the idea that listening to music prior to
completing a stressful task has a significant effect on cortisol levels and blood pressure. However, none
of these studies have focused on the self-reported stress of participants, specifically in children and
adolescents. Following Lazarus’ definition of stress as being self-perceived, it is important to understand
how subjects respond to the presence of music in order to find a coping method that best suits their
needs. It would also provide a psychological aspect to the effects of music on stress rather than solely
the physiological aspect.

Music in a School Environment

Campbell and Beegle’s study on the effects of music and performance arts on middle and high school
students demonstrated that adolescents develop a very personal relationship with music and the
practice of it (2007). Similarly, music has been shown to improve elementary, high school, and college
students” academic performance in math and reading (Schlichting, et al., 1970; Hall, 1952). However,
these studies fail to look at the subjects’ responses to the music. By allowing students to report how
they respond to the presence of music during an exam, researchers could gain a better understanding as
to why music leads to this rise in exam grades.

Music and Heart Rate Variability

Music therapy has been used as a way to increase parasympathetic nervous system activity, a
measurement of stress that slows your heart rate and relaxes your muscles when an otherwise stressful
situation would increase heart rate and lower heart rate variation (Latha, et. al., 2015; Kachanathu, et.
al., S. 3013; Chuang, 2010; Roque, 2013). In other words, when subjects are in a more stress-inducing
situation, such as the time before a sports competition or medical treatment, listening to different types
or genres of music has been shown to increase heart rate variation, or the variation in time between
each heartbeat. These studies have used classical and rock music, as well as self-selected music, which
have been shown to be effective in terms of reducing stress and allowing the subject to be in a more



relaxed state (Latha, et. al., 2015; Kachanathu, et. al., S. 3013; Chuang, 2010; Roque, 2013). However, all
of these studies have provided music therapy before the stress-inducing task, rather than at the same
time. Listening to music while completing a stress-inducing task could have a different and potentially
greater benefit on a subject’s stress. This is why the current study will determine if listening to relaxing
classical music while performing a math quiz affects the heart rate and heart rate variation of subjects.

Current Study
Trial 1

The first trial of the study looked generally at stress in a school environment to determine whether music
is an effective coping mechanism. Each student chose their own music to listen to. There has not been
much research done on the effects of self-selected music on stress, which is why this trial incorporated
it into the study. It is important to investigate self-reported stress because as Lazarus says in his
definition, self-perceived stress appears to be the only kind of stress (Shirom, 1986). Listening to self-
selected music will ensure that students enjoy the music they are listening to. This trial used a modified
version of the Perceived Stress Scale (a scale that measures self-reported stress over the past month) to
measure psychological stress, which has been shown to be an effective way to measure psychological
stress in previous studies (Masa'Deh, Rami, et. al., 2015; Ngyen-Rodriguez, 2007; Schiffrin, 2008).

Trial 2

The goal of the second trial was to determine how relaxing music affects heart rate variation during a
stress-inducing task. This trial had all subjects listen to the same music rather than self-selected music.
Classical music has been used in previous studies and has shown to be an effective means of reducing
stress, which is why it was chosen for this study (Latha, et. al., 2015; Roque, et., al., 2013; Chuang, et.
al., 2010). Previous studies I've seen have used music therapy as a way of reducing physiological
responses prior to a stress-inducing task (Khalfa, 2003; Knight, & Rickard, N. S., 2001; Thoma, et al.,
2013; Latha, et. al., 2015; Kachanathu, et. al., S. 3013; Chuang, 2010; Roque, 2013). However, this study
had subjects listen to music while completing the stress-inducing task to see if it significantly affected
their heart rate variation. As the first trial investigates psychological measures of stress, determining the
physiological responses to stress in this trial will further demonstrate how music can affect a person in
different ways. Much of the research that has been done on students has used university students as
their subjects, while this study will use middle schoolers (ages 12-13). This trial used an online math quiz
with a time limit as a way to create a stress-inducing environment that remains the same for each
subject.

Methods: Trial 1
Sampling

Subjects of ages 14-15 from the Berkeley Carroll Upper School participated in the study during their
history class. Two history classes were randomly assigned to participate in the experimental group and
the other two in the control group. The study was conducted while students were writing research
papers during class time, so participating wasn't a large inconvenience to teachers or students. Teachers
were asked to select one of their classes to act as the experimental group and the other as the control
group, while still allowing each student to opt out of the experiment (four classes in total, n = 63). This
trial received IRB approval before it was conducted and each subject was given an information sheet and
provided informed consent.
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Materials
The Perceived Stress Scale

The PSS-10 is the most commonly used scale for determining a person’s self-reported stress (Cohn,
1994). The 10 items in the scale ask how “unpredictable, uncontrollable, and overloaded respondents
find their lives” over the course of the past month. Scores on each question range from 0 to 4, with 0
being never and 4 very often. Four of the questions are categorized as “positively stated items,” such as
“In the last month, how often have you felt confident about your ability to handle your personal
problems?” while the remainder are categorized as "negatively stated items”, such as “In the last
month, how often have you been upset because of something that happened unexpectedly?” Scores on
those questions are reversed to calculate the overall measure of stress (0=4, 1=3, etc.). The PSS-10 has
been used in many studies to determine subjects’ perceived stress as a result of variables such as
parenting and school (Masa'Deh, Rami, et. al., 2015; Ngyen-Rodriguez, 2007; Schiffrin, 2008). For the
purpose of the current study, the PSS-10 was modified to better suit the experimental design. Rather
than having 10 items that subjects would fill out at once, the scale was split into two parts so subjects
wouldn't remember the questions when they completed the scale a second time. The items were evenly
split so there would be 8 positively phrased questions and 8 negatively phrased questions. There were
also 6 items added to the scale that asked questions similar to those on the PSS-10 except worded
differently so rather than asking how an individual had been feeling over the past month, it asked how
they were feeling at that specific moment. The scaling of the modified stress scale is the same with
each score ranging from 0-4 per item.

Procedure

For the experimental groups, participants completed the modified version of half of the PSS-10 right at
the beginning of class. Then, they were asked to silently sit and listen to their own music for 10 minutes
with headphones. While listening, they were asked to work on their research paper and then complete
the other half of the madified version of the PSS-10. Students in the control group completed half of the
modified version of the PSS-10, silently did school-related work for 10 minutes, and then completed the
other half of the modified version of the Perceived Stress Scale.

Summary of Results: Trial 1

For the two classes that acted as the experimental groups (who listened to music for 10 minutes
between completing the stress scale), a two-sample correlated t-test determined that the average
difference between scores wasn't statistically significant (p = 0.82). This indicates that the music didn't
lower their stress levels compared to before they listened to the music. A two-sample correlated t-test
also determined that the average difference between stress levels of control groups also wasn't
statistically significant (p = 0.12). This suggests that neither the experimental or control groups had a
reduction in stress before and after the 10 minutes of either listening to music and doing schoolwork or
just doing schoolwork. When comparing the differences in stress levels before and after the 10 minutes
between experimental and control groups, a two-sample independent t-test demonstrated that the
scores weren't significantly different (p = 0.17). This suggests that while the change in stress wasn't the
same for experimental and control groups, the differences in stress weren't significantly greater for
experimental groups. Qverall, the results from this trial of the study weren't significant, which indicates
that music doesn't have an effect on stress.
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Figure 1

The Differences in Stress Levels for Experimental and

Control Groups.

The madified version of the PSS-10 (Perceived Stress Scale), scored out of 32 points,
was used to quantify students” level of perceived stress before and after listening to
self-selected music for 10 minutes (n = 29 for experimental groups, n = 34 for control
groups). Ages range from 14-15. The results below depict the self-reported stress
levels of students before and after listening to the music. Error bars represent the
standard error of mean (average + SEM). A two-sample correlated t-test showed that
the difference in stress levels for experimental groups and control groups is not
significant (p = 0.82 for experimental groups, p = 0.12 for control groups).
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Methods: Trial 2
Sampling

The dean of the Berkeley Carroll Middle School provided permission to allow the study to be conducted
during 8th grade study hall periods, with ages of the subjects ranging from 13-14. 8th graders were
preferred for this study because | felt that they were going to be more comfortable putting the heart rate
monitors under their shirts than younger students. | also didn't use older students because | had used
them in previous studies and wanted a new subject pool. In each study hall, students were given a basic
overview of the procedure and volunteered to participate. Members of the experimental and control
groups alternated, with the first volunteer being in the experimental group and the second in the control
group. The number of students participating in the study hall depended on how many expressed interest
(four study halls, n = 24).

Materials
Heart Rate Variation Monitor

The Mindfield eSense Pulse is a pulse sensor connected to an app that measures heart rate variation.
It comes with a chest strap that is worn below the chest, as well as an electrode contact spray. This
measurement tool was chosen because it is small, easy to strap on, and less expensive in comparison to
other heart rate variation monitors considered for this study. The app provides a wide range of
physiological measurements, including heart rate variation score (calculated through a formula
developed by Mindfield), average heart rate, minimum and maximum heart rate, stress index, RMSSD
(Root Mean Square of Successive Differences), etc. For the purpose of this study, only RMSSD and
average heart rate values were used to determine results because those were the only two
measurements that addressed the experimental question and have been used as a measurement of
stress in previous studies (Latha, et. al., 2015; Kachanathu, et. al., 2013; Chuang, 2010; Roque, 2013).
RMSSD, or the Root Mean Square of Successive Differences, describes how strongly the heart rate
changes from one beat to the next. Heart rate is measured in beats per minute, and a lower heart rate
indicates that an individual is in a more relaxed state (Mindfield eSense Pulse, 2019).

Preliminary Questions

Each student was given a list of 10 questions to answer before completing the math quiz in order to
determine pre-experimental RMSSD and Heart Rate readings. The questions were non-stress inducing
so they could be compared to the RMSSD and Heart Rate readings during the quiz.

Math Quiz

The online math quiz contained 30 questions which were evenly split into 5 pages. The problems
involved either addition, subtraction, multiplication, division, or a combination of these operations. Each
page had a 45 second time limit and the time would count down in the top right corner of the screen.
Once the time ran out, the next page of the quiz would appear even if the student hadn't answered all
the questions on the previous quiz.



Relaxing Music

A classical music piece by Beethoven was chosen for this experiment. Beethoven was selected due to
his popularity and because there are no lyrics in his work, since they could potentially distract the
subject while taking the quiz. Classical music has been used in previous studies as a type of relaxing
music for reducing stress (Latha, et. al., 2015; Roque, et. al., 2013; Chuang, et. al., 2010).

Procedure

Within each of the four study halls, 8th graders were given a brief overview of the study and they were
asked if they wanted to participate. The students in the experimental group were first asked to put on
the heart rate monitor under their shirt in the bathroom following a set of instructions. Once the chest
strap was working, they answered a set of preliminary questions so a pre-experimental heart rate and
RMSSD reading could be taken. They were then asked to put headphones on to listen to a YouTube video
playing a classical piece of music by Beethoven. They started the online math quiz immediately after
beginning the music. The online math quiz was created on FlexiQuiz (FlexiQuiz) as a way to induce stress
in the 8th graders. The 30 problems were separated into six different pages with five problems per page.
The problems contained addition, subtraction, multiplication, and simple algebra. This level of difficulty
was chosen because all 8th graders know how to complete it. Each page had a 45 second time limit and
the next page would appear if a student hadn't answered all the questions in time. Once the quiz ended,
subjects stopped the music and returned the chest strap. They were then sent a Google Form asking
questions about the math quiz and its level of difficulty, the music and how much they enjoyed it, if they
felt comfortable putting the chest strap on under their clothes, and if they had any suggestions for the
study. The procedure for the control group was very similar, with subjects first completing the preliminary
questions to determine their pre-experimental readings. However, after they completed the math quiz,
they did not listen to music and just sat in a silent room. They were also sent a Google Form later that
day, but didn't answer questions about the music.

Summary of Results: Trial 2

The goal of this trial was to determine whether the music that the students listen to during the quiz
could significantly decrease their heart rate and significantly increase their RMSSD. The difference in
heart rate and RMSSD was calculated for each student in the music and no music groups and the
average differences between the two groups were compared. A two-sample independent t-test
demonstrated that for heart rate, there was a significant difference between the music and no music
groups (p = 0.03), where the average heart rate for the music group decreased during the quiz and
increased for the no music group. A two-sample independent t-test showed that for RMSSD, there was
also a significant difference between the music and no music groups (p = 0.04), where the average
RMSSD for the music group increased during the quiz and decreased for the no music group.
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Figure 2

The Average Differences in Heart Rate and RMSSD for Experimental
and Control Groups.

The Mindfield eSense Pulse was used to quantify students” heart rate and RMSSD before
and during the online math quiz (n = 24). Ages ranged from 13-14. The results below
compare the average difference in heart rate and RMSSD before and during the math
quiz for experimental and control groups. Error bars represent the standard error of mean
(average + SEM). A two-sample independent t-test showed that the difference in average
heart rate change between experimental and control groups is significant (p = 0.03) and
the difference in average RMSSD change between experimental and control groups is
significant (p = 0.04).
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General Discussion

The two trials in this study worked together to determine the role of music in different aspects of
adolescents’ stress. The first trial demonstrated that listening to self-selected music while completing
schoolwork does not lower the perceived stress of students. This allows me to conclude that it's possible
that perceived stress might not change or there is no relationship between music and stress. However,
there were also limitations present in this study. It is possible that the 10 minute period of listening to
music was not long enough to significantly affect their perceived stress. There could have also been
distractions in the classroom that made it difficult to concentrate on the music and schoolwork. Future
studies should have students participate individually in a quiet room so there are no distractions and
have them listen to music for longer to determine if there is in fact an effect of music on stress.

The second trial took a different approach by examining physiological measures of stress rather
than self-reported stress. Unlike the first trial, there was also an induced stressor to ensure that students
would feel stressed, which would therefore increase heart rate and decrease heart rate variation.
Students in the experimental group all listened to the same piece by Beethoven to act as a control. The
results from this study were significant. The average heart rate decreased for experimental groups and
increased for control groups, while the average heart rate variation increased for experimental groups
and decreased for control groups. However, there were still limitations that arose in this study. Each
student was emailed the post-experiment survey right after they completed the experiment, but the
majority of students did not complete it. This made it difficult to get proper feedback on the experimental
design. The survey asked whether they felt comfortable putting the chest strap on under their shirt and a
few people responded that they didn't. Going forward, it was made clear that students did not have to
participate in the study if they did not feel comfortable.

While I have not found evidence that music affects self-reported stress, the second trial
demonstrated that listening to music while completing a stress-inducing task can lower students” heart
rate and RMSSD. These contradicting results raise an important question, which is whether or not
students are aware of their body’s response to music. The results from the first trial demonstrate that
students don't in fact feel that music relieves their stress, but their physiological responses to music say
otherwise. However, the results from the second trial support the findings in previous studies that music,
classical music in particular, can decrease heart rate and therefore increase heart rate variability when
an individual is under stress (Latha, et. al., 2015; Kachanathu, et. al., S. 3013; Chuang, 2010; Roque,
2013). However, unlike these trials, the trial in the current study had students listen to music while
completing the stress-inducing task rather than before, which was shown to be effective.
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Difference in Growth of Romaine
Lettuce Plants: Hydroponics vs. Aeroponics

by Donald Minerva
Abstract

he goal of this experiment was to replicate a previous study (Gashgari, Alharbi, Mughrbil, Jan,

& Glolam, 2018) to investigate if lettuce growth differs between hydroponics, a method of

growing plants without using sail, and aeroponics, a method of growing plants suspended in the
air. Lettuce samples grown in both hydroponics and aeroponics systems were measured using four
dependent variables: change in root length (cm), change in stem length (cm), change in mass (grams),
and change in the number of leaves (number). The setup consisted of two hydroponic kits, two
aeroponics kits, grow lights (placed above all four kits; Sylvania 20W fluorescent tube light), and
seven lettuce plant seedlings. Data was recorded Monday and Friday for three weeks. A two tailed
independent t-test was conducted and demonstrated a significantly greater change in mass for the
hydroponics kits compared to the aeroponics kits (p= 0.000112). However, there were no statistical
differences for change in stem length, root length, and number of leaves.

Background
Introduction

Hydroponics is the process of growing plants in a soilless medium, with the help of nutrient rich
solution that contains phosphates, nitrates, ammonia, and other chemical components of soil. With
the help of clay beads, which act as a growing medium for the roots of the plants, the solution is
absorbed and transferred to the plants. Aeroponics is a similar form of soilless agriculture, except
there are no clay beads and the roots hang freely, getting sprayed periodically with a nutrient solution
(Raviv, Lieth, & Raviv, 2008).

The use of soilless agriculture is revolutionizing the way in which humans grow food. Both
hydroponics and aeroponics are fairly new to commercial use. They have improved the ways in which
food is grown (Sheikh, 2006; Raviv, Lieth, & Raviv, 2008; Lakkireddy, et al., Apr. 2012.)

Advantages of Soilless Agriculture

Hydroponics is versatile. In one study, researchers talked about how soil is completely eliminated from
this type of farming (Lakkireddy, et al., Apr. 2012.), causing a decrease in reliance on clean soil. This
decrease is very important looking into the future, when there is a constant increase in population and



industrialization and less accessible farmland. Studies have shown that soilless agriculture, specifically
hydroponics and aeroponics, is a very powerful tool for growing crops and is better than traditional
methods (Carver & Wasserman, 2012; (Martin-Laurent, Lee, Tham, Jie, & Diem, 1999). A study
comparing the growth of Acacia mangium seedlings, using aeroponics vs. soil, concluded that the plants
grown aeroponically grew three times larger than those grown in soil (Martin-Laurent, Lee, Tham, Jie,

& Diem, 1999).

Hydroponics also has great potential to compete with soil (Gashgari, Alharbi, Mughrbil Jan,

Trial 1& Glolam, 2018). The researchers mentioned in the discussion section that plants grown
hydroponically grew faster than plants grown using soil (Gashgari, Alharbi, Mughrbil, Jan,
& Glolam, 2018).

In a study conducted by Martin-Laurent et al. researchers compared the difference in growth of
various cucumber types and found that the lengths of the cucumbers were greater in hydroponics by
almost double compared to the same variety of cucumber grown in soil (Martin-Laurent, Lee, Tham,
Jie, & Diem, 1999).

Research has shown that hydroponics and aeroponics can still be adapted to fit even in
conditions where the farmland is unsuitable for growing plants, such as when the land is too dry
(Yoshitani, Norimichi, & Merabtene, 2007) or there is constant flooding (Treftz, & Omaye, 2016). These
soilless methods are becoming popular due two main issues facing the world today: rapid increase in
population and change in climate (Sengupta, Amrita, & Banerjee, 2012).

Hydroponics vs. Aeroponics

However, it now comes down to determining which of the two is better. In a study conducted by
Gashgari and their team, they investigated whether hydroponics or aeroponics was better to cultivate
lettuce plants in different categories (height of plants and length of leaves) (Gashgari, Alharbi, Mughrbil,
Jan, & Glolam, 2018). They planted lettuce seeds in a hydroponic system, aeroponic system, and
traditional soil beds as a control. From this experimental setup, they concluded that plants grown
hydroponically and in soil weighed more than plants grown aeroponically. Additionally, the roots were
more mature (root volume, length, yield) than plants grown aeroponically. Overall, lettuce grown
hydroponically matured more efficiently in the same amount of time compared to those grown
aeroponically (Gashgari, Alharbi, Mughrbil, Jan, & Glolam, 2018).

Justification

For my experiment, | investigated which soilless approach, hydroponics or aeroponics, allows for
increased growth of Romaine lettuce plants. My experimental question was: Is there a difference in
growth rate of Romaine lettuce between hydroponics and aeroponics using a manufactured solution? |
measured change in number of leaves, mass, and root/stem length for plants grown in hydroponics and
aeropinics kits. | controlled the solution type (FloraPro 9-11-19), light exposure (Sylvania 20W fluorescent
tube lights), and plant type (Romaine lettuce). The sample size was 28 Romaine lettuce plants. This was
a replication study similar to the one Gashgari and their team conducted. | wanted to understand
firsthand whether hydroponics or aeroponics is better in terms of how mature the lettuce plants become.
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Methods
Overview

For this experiment, | started germinating lettuce seeds using Sylvania 20W fluorescent tube lights and
traditional soil from Miracle Grow. Seeds were planted in a 27 x 12 in. growing trough and watered with
150 mL of water daily. After one week, | transferred seedlings into smaller growing containers (2 in
nursery pots) so they had more room to grow independently. The plants were exposed to the same
amount of light, but less water (~50 mL) than used during the germination phase because they were in
smaller growing cups. After another week, the plants were then tagged. Tags were made out of tape and
were numbered 1-7 for each plant. Initial measurements were taken (see Taking Initial and Final
Measurements for details ). Samples were marked with a sharpie to act as a reference/control as the
plants grew and they were separated evenly by size into hydroponic/aeroponic growing kits. Stem, root,
and number of leaves were measured every Monday and Friday for three weeks. This time difference
between data collection days was chosen to give enough time to see a noticeable difference. The mass
and root length were only calculated at the beginning and end of the experiment. After three weeks, all
plant samples had final measurements taken (the same as the initial) and statistical tests were run.

Growing Plants

First, | planted the lettuce seeds within a large grow bed (Figure A). Seeds were placed about a knuckle
length deep and 3-5 seeds were placed in each hole in order to increase the yield of plants needed for
the experiment. All plants were placed under grow lights and grown in the same type of soil. After a
week, plants were transferred to smaller growing containers (Figure B)to allow better growing
conditions. After another week, plants were transferred into the growing systems.

Figure A

Growing Plants in Large Container.




Figure B

Transferring Plants into Smaller Container to Increase Growth.

Taking Initial/Final Measurements

Plants were individually weighed using a weight boat and a scale. Additionally, the root lengths and
meristem apical lengths (from where the stem began to where the first two leaves bloomed) were
measured. All measurements were recorded in centimeters because of how small they were. Finally, the
number of leaves was recorded (only live ones—if plants were brown, limp or losing leaves, they were
considered dead). All data was recorded in a Google Spreadsheet. The mass and root length were
recorded before and after the plants were growing —stem length and number of leaves were recorded
every data collection day.

Figure C

Final Measurements on Last Day of Experiment.
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Setting Up Buckets

Both kits required different parts all provided by Garden Pool, the manufacturer for the aeroponics kits,
as well as step by step instructions on how to assemble each piece (Model Number: 0fbd32471aa9).
PowerGrow Systems, the manufacturer for the hydroponics kits, gave the instructions within the package
(Model number: BOOCHEIOBY)

Figure D
This is a Picture of One of the Aeroponics Kits.

The cups were set inside the lid of the bucket. There were holes placed for the
roots to go through and have the nutrient solution be sprayed onto them via a pump
inside of the bucket. The difference between this bucket and the hydroponic bucket
(left) is that the hydroponic buckets had clay beads that sat in a strainer and
absorbed the nutrient solution. The solution would then be absorbed through the
roots of the lettuce plants.)

Transferring Plants

Plants were removed from their small growing containers and gently washed off with water to remove
soil from roots. To prevent them from going completely dry as measurements were being taken, each
plant was dried off evenly and placed on a damp towel. Measurements were then taken (see Taking
Initial/Final Measurements). To place the plants in the hydroponics kits, grow beads were removed and
the plants went in root first, with the beads placed back on top. For the aeroponics kits, the roots hung
freely through a grow cup with a foam cover placed around the stem of the plant to prevent it from
falling through.



Figure E

Experimental Design.

Hydroponics on the left and aeroponics on the right.

Making Solution

Reference chart was found online by the manufacturer (General Hydroponics® FloraPro™ Grow

Soluble 9-11-19). The solution was made out of FloraPro 9-11-19, a soluble powder that contained all the
nitrates and phosphates that were similar to soil. It was then calculated, via the reference chart, how
much should be added to water to create an optimal nutrient solution. | modified the amount of water in
my buckets since | had five gallons (Figures F and G). My solution was measured in grams per liter.
Water was measured out using a 1000 mL graduated cylinder and the premade powder was massed out
on a scale, measured in grams. Both the powder and water were then added to the bucket and mixed.

Figure F
Reference Sheet for how much Nutrient Powder should be Mixed.

General Hydroponics® FloraPro™ Grow Soluble 9-11-19.

Ounces of Dry Fertilizer needed per Gallon of Water to obtain Gallons of Water needed to dissolve one
desired Nitrogen Concentration. EC Value assumes using RO Water. 25 |b. bag of fertilizer.
Desired N Injector Setting EC value Desired N Injector Setting
Feed Rate mS/em Feed Rate

1:15 1:50 1:100 1:200 1:15 1:50 1:100 1:200
50 ppm 12 39 8.0 16.8 0.6 50 ppm 3334 1025 50.3 238
100 ppm 24 8.0 16.9 385 11 100 ppm 165.2 498 237 104
150 ppm 37 124 271 wxx 17 150 ppm 109.1 322 14.8 "
200 ppm 49 171 387 wxx 2.2 200 ppm 81.1 234 103 *xx

«+x Exceeds maximum solubility of 3.5 Ibs/gallon
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Average Difference in Mass (grams)
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Figure G
Reference Sheet for how much Nutrient Powder should be Mixed.

General Hydroponics® FloraPro™ Grow Soluble 9-11-9.

Grow Bloom
Fel e (18h photoperiod) (12h photoperiod)
Solution Qualities Early Late Early Mid
Growth Growth Bloom Bloom

Total Nitrogen (ppm) 120 180 150 130
EC Range (mS/cm) 1.1-14 17-20 1619 15-18
PPM Range 500-700 800-1000 750-950 700-900
(500 ppm scale)

Data Analysis
Overview

For this trial of my experiment, | set up four kits (two hydroponic and two aeroponic). Plants were divided
into four groups (one for each kit) based off of similar height so there would be a consistent starting
point for all buckets. Data was taken for three weeks and all plant samples were exposed to the same
type/amount of light (Sylvania 20W fluorescent tube light). Additionally, the solution for each kit was the
same (FloraPro 9-11-19). After three weeks, final measurements were taken and two tailed independent
t-tests were run for each graph. Out of the graphs below, the only one to have a significant difference
was the change in mass (Figure 1), demonstrating a p-value of .000112. The rest of the graphs had no
significant difference (Figure 2= 0.450003; Figure 3=0.639117; Figure 4=0.251112). The error bars on
each of the graphs were in place to represent the standard error of mean (average + SEM). Samples size
for the experiment was n = 28.

Figure 1

The Average Difference in Mass (grams) of Lettuce Plants for
Hydroponics vs. Aeroponics.

Hydroponics

Aeroponics

Type of System



Average Difference in Stem Length (cm)

Average Difference in Root Length (cm)

Average Difference in # of Leaves

Figure 2

The Average Difference in Stem Length (cm) for
Hydroponics vs. Aeroponics.

Type of System

Figure 3

The Average Difference in Root Length (cm) between
Hydroponics and Aeroponics.

30

20 I

Type of System

Figure 4

The Average Difference in Number of Leaves between
Hydroponics and Aeroponics.

Type of System

Hydroponics

Aeroponics

Hydroponics
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Conclusion

From the data above, plants that were grown hydroponically displayed a greater change in growth, due
to their masses changing a larger amount than plants that were grown aeroponically. Going forth,
because this was a replication study, | now have the last piece of the puzzle to continue with my second
trial in Spring 2020 where | plan to test the growth of Romaine lettuce plants while varying the
concentration of nitrates and phosphates.

There were some errors/limitations in the data collection that involved various factors. For
example, some of the plants died early in the study when | was measuring and transitioning them from
the soil to their kits. This caused there to be fewer subjects in each bucket and less data taken. Another
error came from inconsistent data collection because of holidays and weekends. Additionally, there is
some uncertainty in the data because when | measured plants roots and stem length, it wasn't always
exact to the marking on the ruler. This is human error, but it is also hard to be exact due to the hash
markings on the plants getting washed away over time, which caused the measurements to either be
over/under exaggerated depending on the situation. Finally, another form of error that skewed the data
was the plants tearing/losing leaves when measurements were being taken. The plants were very
delicate and handling them took a good amount of precision to avoidt damaging them. This caused
leaves to break off, ultimately resulting in data points lost.

Goaing forth, now that | have this information, | plan on running another trial in the spring using
hydroponics, but testing different nitrate and phosphate levels in different solutions. This is essentially a
shift in focus from the different types of systems that would affect growth to the different solutions that
would affect growth. My main goal of this next experiment is to now see how varying the nutrient type
will affect the growth rate of Romaine lettuce, which will allow me to determine whether or not
hydroponics is really a viable growing medium, as it will be compared against samples being grown

in soil.
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The Effect of Musical Training on
Verbal Memory in Seventh and Eleventh
Graders at Berkeley Carroll

by Zoe Rabinowitz

Abstract

his experiment explored the effect of musical training on verbal memory in seventh and eleventh

graders at Berkeley Carroll. 37 eleventh grade and 54 seventh grade musicians and nonmusicians

received the Rey Auditory Verbal Learning Test to assess their verbal memory skills. Participants
completed tasks that involved recalling a word list immediatly after hearing it, recalling it after hearing
an interfering list, recalling the list after a delay period, and recognizing the words from a larger list. No
significant difference was found between the scores of the musicians and nonmusicians in the seventh
or eleventh graders. Therefore, it was concluded based on the data that musical training does not affect
verbal memory in both seventh and eleventh grade students at Berkeley Carroll.

Background

Brain plasticity is defined as the “brain’s ability to change and adapt as a result of experience”
(Kolb & Whishaw, 1998). Multiple studies conclude that the effects of musical training on cognitive
function are evidence that musical training helps induce brain plasticity. These studies have suggested
that there are numerous non-musical benefits to long-term musical training. Some of these benefits lie
in phonological awareness, the ability to recognize sounds in language (Anvari, Trainor & Woodside,
2002), early reading ability (Lamb & Gregory, 1993), and multiple subtests of the general |1Q test
(Schellenberg, 2004). However, when examining if brain plasticity can be induced through musical
training, perhaps it is most useful to look at verbal memory as an adaptation, for there is a vast amount
of research in this area. (Franklin et al., 2008; Costa-Giomi, 1990; Helmbold et al., 2005; Ho et al., 2003).
Neuroimaging research has indicated a cognitive link between verbal memory skills and musical
training, with studies finding that musical training affects brain function in the left-hemisphere. For
example, Ohnishi et al. (2001) studied both nonmusicians and musicians under functional Magnetic
Resonance imaging (fMRI) while participating in a passive musical listening task. The researchers found
differences in the amount to which the planum temporale (PT) and the left dorso-lateral prefrontal cortex
(DLPFC) were activated, with musicians showing greater activation. This activation increased in



correlation with the amount of training each musician received. This is significant due to the fact that the
left PT, also referred to as Wernicke's Area, is correlated with language comprehension (Poldrack &
Gabrieli, 1998). Schlaug, Jancke, Huang, Y. and Steinmetz (1995) found more asymmetry of the PT of
musicians than nonmusicians, with it being more lateralized to the left hemisphere, and noted that this
asymmetry has been accepted as a cause of left-hemisphere dominance in auditory language
comprehension tasks, such as verbal memory tasks. Verbal memory refers to memory for presented
language terms, and involves recalling these terms either immediately after presentation or several
minutes later. Both these studies have suggested that musicians retain better verbal memory skills due
to brain plasticity.

Researchers have also investigated the relationship between musical training and verbal memory.
Chan, Ho, and Cheung (1998) examined the verbal memory skills of female college students, half of them
having at least six years of musical training and the other half having none. They found that after being
presented with a word list three times, the musicians remembered significantly more words than
nonmusicians. This study provided evidence that long-term musical training affects verbal memory skills,
but did not speak to the effects of short term training. Ho et al. (2003) complicated these results,
examining children who received 0-5 years of training, and found a correlation between the number of
years a student has studied music and their verbal memory skills. Although | have found no
neuroimaging research on the brains of adolescent musicians, | believe that that the structural changes
in these musicians may still exist, given that adolescence is the age in which brain plasticity is most
likely to occur (Pauwels, Chalavi, & Swinnen, 2018). | am in a situation where | have access to groups of
students experiencing musical training all in the same setting. | am also able to examine students of
different ages, which | have done by using both seventh grade and eleventh grade musicians and
nonmusicians and subjects. The goal of this study is to investigate the effects of musical training on
different aspects of verbal memory, and to examine if this effect correlates to or is affected by years of
musical training. | am hoping that | can add to the overall understanding of this topic in science research
and medical research, to see if musical training could aid people with language difficulties.

I chose to use the Rey Auditory Verbal Learning Test (RAVLT) which has been shown to be a
reliable method of collecting verbal memory data in other studies (Rosenberg et al., 1984; Franklin et al,
2008; Rezvanfard et al., 2011; Khosravi et al., 2016) The RAVLT is a notable measure of a person’s
capacity to encode, store, and recover verbal information. It is able to evaluate immediate recall, the
effect of an interfering verbal stimulus, delayed recall skills, and recognition. Compared to similar
studies that use other tests to operationalize verbal memory, this test allows me to acquire data on
multiple aspects of verbal memory.

Methods
Subjects

Seventh grade participants were recruited through an email sent to faculty study hall advisors, and the
study was completed during their study hall period on different days. Eleventh grade participants
completed the study during their advising period on a single day. Ultimately, 37 eleventh graders and 54
seventh graders participated in this study. While participation in the study was optional, more eleventh
graders chose not to participate, leading to a lesser number of eleventh grade than seventh grade
subjects. Seventh grade musicians participated in at least a full year of musical training in the Berkeley
Carroll music program, and at most two years. Eleventh grade musicians had received at least four years
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of musical training at Berkley Carroll, and at the most eight. In order to keep the study blind, participants
were not asked directly if they were in the instrumental music program at Berkeley Carroll, and this
information was collected by the music directors.

Rey Auditory Verbal Memory Test (RAVLT)

Participants were given a packet of paper consisting of blank sheets labeled number 1-5 and told to
write their initials on the front cover. Before the experiment began, participants were instructed to
completely fold over each page after completing a stage of the test, ensuring that they could not see any
previous words they recalled while completing the subsequent page. They also were asked to only use
pencils, preventing them from seeing through the pages in the packet. Following the RAVLT, participants
were read a 15 noun-word list (List A) and given 45 seconds to record these words on page “1” and then
fold the page. They were told that the order of the words were not of importance. Participants repeated
these steps on pages “2” and “3.” These three trials evaluated their immediate recall skills. Participants
were then read another 15-noun word list (List B), which consisted of words semantically different from
List A, and were given 45 seconds to record these words on page “4.” Then, participants were instructed
to record the words from List A on page “5,” measuring their immediate recall skills after hearing an
interfering list of words. After a 15 minute delay period, participants were given a sheet of paper, one
side having a numbered list of 1-30, and the other being blank. They were instructed to write their
initials on the blank side, and then given 45 seconds to write down the words they remembered of list A,
measuring their delayed recall skills. On the other side of the sheet, students were read a 30-noun word
list, which consisted of the words from List A, as well as 15 other semantically similar words. After
hearing each word, participants were instructed to write down “Y" (yes) meaning they recognized the
word from List A, or “N” (no) meaning they didn't. They were given two seconds in between each word
to do this, and this aspect of the test measured their recognition abilities.

Experimental Procedure

Seventh grade participants and eleventh grade participants were administered the RAVLT in different
ways. Seventh graders were tested on different days at 2:45 pm. | went into their study hall to adminis-
ter the test. The eleventh grade participants were all tested on the same day. The instructions were read
to them by their advisors and the words were read to them by a recording. This recording was used to
ensure that all the subjects were hearing the words at the same tone and pace. While it would've been
ideal for the seventh grade participants to also have been tested on the same day using this recording,
the Middle School dean requested that the responsibility to administer this test not be put on the study
hall advisors. During the delay period, both eleventh graders and seventh graders were asked to
complete any school work as they normally would. This instruction was given solely to prevent subjects
from doing drastically different activities during that time.
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Results
Seventh Grade Inmediate Word Recall and Delayed Recall Scores

Two-tailed t-tests were performed using a statistical significance of p < 0.05 to calculate the p-value for
both the sum of the three immediate recall scores and the delayed recall scores. There was no
significant difference in the immediate recall scores between the musicians and nonmusicians (Figure
1a), with a p-value of 0.24. Similarly, for the delayed recall scores (Figure 2a), no significant difference
was found between the scores of musicians and nonmusicians, with a p-value of 0.10. These results
indicate that musical training does not improve verbal memory in seventh graders at Berkeley Carroll.
This study specifically focused on the data from these two sections because in other studies exploring
this topic, they also only focused on these aspects of verbal memory (Lamb & Gregory, 1993; Chan et al.,
1998; Anvari et al., 2002; Ho et al., 2003). The data from the post-interference and recognition section of
the RAVLT was still evaluated, and for both data sets no significant difference was found in the scores
between the musicians and nonmusicians.

Eleventh Grade Immediate Recall and

Delayed Recall Scores

To calculate the p-value for bath the sum of the three immediate recall scores and the delayed recall
scores, two-tailed t-tests were performed using a statistical significance of p < 0.05. For the immediate
recall scores (Figure 1b), no significant difference was found between the sum of the musician and
nonmusican scores, with a p-value of 0.98. Similarly, for the delayed recall scores (Figure 2b), no
significance was found between the scores of musicians and non musicians, with a p-value of 0.38.
These results indicate that musical training does not improve verbal memory in eleventh graders at
Berkeley Carroll. It should be noted while drawing conclusions from this data that a low number of
eleventh grade musicians was used (n=10), which might have produced less reliable results.

Figure 1a
Immediate Recall Section of the RAVLT for Seventh Graders.

Shows no significant difference between the mean sum of the three recall trials
for seventh grade musicians and nonmusicians (p=0.24).
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Figure 2a
Delayed Recall Section of the RAVLT for Seventh Graders.

Shows no significant difference between the mean delayed recall scores of the
seventh grade musicians and no musicians (p = 0.10).

Figure 1b
Immediate Recall Section of the RAVLT for Eleventh Graders.

Shows no significant difference between the mean sum of the three recall trials
for eleventh grade musicians and nonmusicians (p=0.96).

YA [

20

B Nonmusicians

B Musicians

B Nonmusicians

B Musicians



Average Words Recalled

Figure 2b
Delayed Recall Section of the RAVLT for Eleventh Graders.

Shows no significant difference between the mean delayed recall scores of the
eleventh grade musicians and nonmusicians (p = 0.38).
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Discussion

Due to the lack of significance when comparing the results between the musicians and nonmusicians in
both the seventh and eleventh grade, the data supports the conclusion that musical training does not
improve verbal memory for both grades of students. No significant difference was found between the
results of the musicians in the seventh and eleventh grade. There are multiple explanations for the
conclusions drawn from this data. One explanation is that the benefits from long-term musical training in
verbal memory would only appear in adulthood, when the brain is more fully developed. This idea comes
from the study of Schlaug et al. (1995), in which the physiological brain structures that appeared to result
from musical training were observed in the brain of adults. No studies have been done to observe these
brain structures in adolescents, so it is possible these brain structures have not finished forming during
adolescence, and only exist in adults. Anather explanation lies in the limitations of the experimental
procedure. In both the eleventh and seventh grade, many students chose to opt out, leading to a smaller
number of subjects. Having a higher number of subjects for this experiment is ideal because it creates
more data and therefore mare reliable conclusions. In addition, having more participants would help to
control for other factors that could affect verbal memory. There is also a limitation in the type of musical
training that is provided by Berkeley Carroll. Although some students in both the seventh and eleventh
grade music programs already have been given introductions to music theory and musical skills prior to
the program, this cannot be assumed. The program itself mostly involves practicing pieces as a group.
Studies that have completed similar research, also using young participants enrolled in a music program,
have used programs that are introducing students to instruments and musical theory (Gardiner et al.,
1996; Rauscher & Zupan., 2000; Ho et al., 2003; Rickard et al., 2010; Roden et al. 2012). For example,
Roden et al. (2012) introduced students to instrumental training in first grade and noted the importance
of teaching them skills relating to rhythm and pitch identification. Skills involving rhythm and pitch
learning seem to be the most related to verbal memory, and therefore the length and level into which
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participants practiced these skills would most likely affect the results. This experiment did not control
for these skills, which could explain why no significance was found in the verbal memory ability of
musicians at Berkely Carroll.
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Accuracy of Memory Recall and Formation
of False Memaries in Eyewitness Testimaonies

by Bella Solimine

Abstract

y experiment is intended to test whether there is a difference in accuracy of memory recall

when accuracy of co-witness testimonies and language in follow-up questions is varied.

Subjects in the preliminary iteration included 143 9th and 10th grade Berkeley Carroll students.
Subjects were asked to watch a video, answer a set of comprehension questions, read either an
accurate or inaccurate testimony, then answer a set of follow-up questions containing either correct or
misleading language. A follow-up iteration on the study was run on 34 9th grade subjects using the
same procedure, yet using a different video and only inaccurate testimonies. Data from the preliminary
iteration showed statistically significant results for all four trial groups. Data from the follow-up study
was not statistically significant. Further studies with a more sensitive measurement tool must be run in
the future to draw concrete conclusions regarding the experimental question.

Background

In the legal sphere, false memories often hinder the accuracy of eyewitness testimonies. It is extremely
common for those who have witnessed a crime to recall false details when asked to testify in a
courtroom setting or elsewhere (Shaw & Garven, 1997). Finding the causative factors that play into the
formation of false memories would be extremely valuable in improving the accuracy of eyewitness
testimonies.

In many instances the human memary can be manipulated to reflect events and facts that
are not true to reality (Frenda, Nichols, & Loftus, 2011). In an experimental setting, this manipulation of
the human memory is titled the “misinformation effect” (Frenda, Nichols, & Loftus, 2011). The
misinformation effect has been thoroughly discussed in past research (Godfrey-Smith, 1989; Kasprzyk,
Montano, & Loftus, 1975), but one study (Frenda, Nichols, Loftus, 2011) defines the concept very clearly
and explains its application to the current study. In a typical misinformation effect experimental design,
“research subjects are shown materials (e.g. photographs) and are then exposed to deliberately
misleading information about what they saw.”

In a previous study (Shaw & Garven, 1997) researchers tested whether co-witness testimony
affected the accuracy of eyewitness memory reports. Subjects would witness an event and then hear a
co-witness recount the details of that event. One group of subjects heard a co-witness testimony with
accurate information, while another group heard a testimony with subtle changes in the details of the
event, intended to provoke retrieval induced forgetting. The results of this study showed that when co-
witnesses gave inaccurate testimonies, eyewitness memory reports were similarly inaccurate. Another
study (Kasprzyk, Montano, & Loftus, 1975) showed that memory can be manipulated through subtle
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changes in language using an experimental procedure modeling a court scenario. One of the most
notable ideas discussed in this paper is that “human memory involves an active constructive process, not
a passive recording one.” This statement explains the influence of biased leading questions on the
memory of the subjects. The use of inaccurate questions manipulates the brain into actively constructing
a false memory, pieced together using the false information hinted at through biased questioning.

Researchers are still unclear as to what underlying mechanism causes the misinformation effect
phenomenon, but one possible explanation is the relationship between “retrieval-induced forgetting and
the reporting of misinformation” (MacLeod & Saunders, 2008). Retrieval-induced forgetting describes the
basic phenomenon of forgetting previously known information when asked to recall the information after
retention. The reporting of misinformation refers to a subject recalling a false memory and believing it is
correct, and therefore reporting that misinformation related to the formation of a false memory. It is
proposed that the underlying cause for the report of misinformation is, in fact, the remembrance of other
information. Researchers state that it is possible that the retrieval of a memory outside the target
memory may hinder the retrieval of the memory people are seeking in a certain situation
(MacLeod & Saunders, 2008) and cause retrieval-induced forgetting.

In their psychological study Chan and Thomas (2009) tested the effects of having subjects
recount an event before the introduction of misinformation, and then again after misinformation was
introduced. This phenomenon was named the “reversed testing effect”. This experimental design was
intended to reflect real life circumstances, such as making a phone call to 911 after witnessing a crime,
and then recounting the situation again in court. The researchers note that “the reversed testing effect
we observed was based on two mechanisms: First, immediate cued recall enhanced learning of the
misinformation; second, the initially recalled details became particularly susceptible to interference from
later misinformation...” These conclusions are particularly notable because they have a clear real-life
application. The information drawn from this study may explain why humans are prone to forgetting
information and replacing it with new false memories, even after previously recalling the information
correctly.

My current study is intended to find the effects of inaccurate co-witness testimonies in
conjunction with varied language in follow-up questions on the accuracy of memory recall, a design
which has not been researched previously. Although both inaccurate testimonies and misleading
questions have both been used independently in previous research to test the formation of false
memories, to my knowledge they have never both been used simultaneously in an experimental setting.
In my study, subjects are shown a short video which has been created for use in similar misinformation
effect studies, and are then asked to answer a series of nine comprehension questions. Participants are
then exposed to supplemental information, either misleading or accurate, in the form of a written
co-witness testimony.

Subjects

Participants in the preliminary study included 143 9th and 10th grade Berkeley Carroll students, ages

14 through 16. 9th and 10th graders were used as subjects because of availability. Four distinct trial
groups were created. The study was conducted in advising groups (small groups of students all from one
grade level led by one or two teachers) containing around 12 students per group. Advising groups were
randomly sorted into trial groups. The trial groups were each exposed to a different combination of
testimony and questions. The trial groups included accurate testimony/accurate questions, inaccurate



testimony/inaccurate questions, inaccurate testimony/accurate questions and accurate
testimony/inaccurate questions. Each trial group consisted of two or three advising groups in both the
9th and 10th grade. Informed consent was obtained from the subjects through the administration of a
detailed informed consent sheet by the advisors. The specific video used in this study was a short

(1 minute) clip from the television show Friends. This clip was chosen because the plot is brief and easy
to follow, yet it contains a substantial number of details that can be manipulated in the subsequent
testimonies and questions.

Subjects in the follow-up study included 34 9th grade Berkeley Carroll students. Subjects were
once again chosen based on availability. The study was again conducted in advising groups, following
the same procedure as the preliminary study. The participants in the follow-up study either received a
combination of inaccurate testimony/accurate questions or inaccurate testimony/inaccurate questions.
A new video was used in the follow-up study. The video used is brief (1 minute) and is intended to mimic
security camera footage of a robbery. This video was chosen because it had been successfully used in
previous misinformation effect studies and was created for this purpose. The video contained a basic
plotline and many details that could be manipulated in the subsequent materials.

Procedure

9th and 10th grade advisors received a folder containing comprehension questions and follow-up
questions as well as informed consent sheets. Comprehension questions and follow-up questions were
printed on different color paper to prevent confusion. An email was sent to advisors containing
instructions on the experimental procedure and a script to follow while conducting the study. The script
and instructions served as a control for how the advisors conducted the study and the time allotted for
each step in the procedure. The study began with the administration of informed consent sheets to the
subjects, allowing for subjects to refuse to participate in the experiment. After this, subjects were asked
to remain silent during the experiment and refrain from talking to one another. The video was then
projected and the subjects were instructed to pay attention to detail during the duration of the video.
After watching the video, the set of nine comprehension questions was administered. Subjects were
given four minutes to answer these questions. Comprehension questions were collected after four
minutes. After this, the designated testimony (inaccurate or accurate based on trial group), which was
sent to advisors in the form of an email link, was projected. Subjects were given four minutes to read the
testimony. After four minutes, the projector was turned off and the set of nine follow-up questions
(inaccurate or accurate based on trial group) was administered. Misleading questions were created by
incorporating inaccurate details in the questions. For example, if a character was wearing a red shirt a
misleading question would state “Was the character’s shirt green or blue?” Accurate follow-up
questions were identical to the set of comprehension questions previously administered to all subjects.
Subjects were given five minutes to answer these questions. Follow-up questions were collected after
five minutes and all physical materials were placed in a folder marked with the name of the advisors and
returned to the experimenter. Answers to follow-up questions were recorded and each subject’s set of
followup questions were given a score out of eight. Average number of correct answers for each trial
group was calculated and recorded. Answers to comprehension questions were disregarded.
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Average Number of Correct Answers

Average Number of Correct Answers

Data/Analysis

Figure 1

Results of Preliminary Study run on 143 9th and 10th
Grade Students.

One-way independent ANOVA (p<.0001) and a follow-up Tukey HSD Test
(p<.01 for all 4 samples) were run.

I W Inaccurate Questions/
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Figure 2
Results of Follow-up Study using 34 9th Grade Subjects.

A t-test for independent samples was run on the data and found
no statistical significance (p=0.136731).
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The results of the preliminary study conducted on 143 9th and 10th graders (Figure 1)are
conclusive in many ways. The number of correct answers on the follow-up question set from each trial
group were used to run an independent one-way ANOVA. The ANOVA summary treatment indicated that
the data was significant (p <0.0001). The follow-up Tukey HSD test indicated that the data was
significant in comparing the means of all 4 different trial groups. Thus, the average number of correct
answers of the accurate testimony/accurate questions group was significantly higher than all the other
trial groups and the average of the accurate testimony/inaccurate questions group and the average of
the inaccurate testimony/accurate questions group were both significantly higher than the average of
the inaccurate testimony/inaccurate questions group. This data also shows that the average number of
correct answers for the inaccurate questions/accurate testimony group was significantly higher than that
of the accurate questions/inaccurate testimony group. This demonstrates that inaccuracies in
testimonies are more effective in the formation of false memories than inaccuracies in questions. The
data and statistical analysis from this preliminary study suggests that the alternative hypothesis should
be accepted. Thus, this data suggests that there is a difference in accuracy of memory recall during
eyewitness testimonies both when language in follow-up questions and when accuracy of co-witness
testimonies are varied.

The results of the follow-up study testing the impact of varied accuracy of questions paired with
inaccurate testimony (Figure Z)did not show statistically significant results. Because of this, there are no
significant conclusions that can be drawn from this data.

Discussion

There are a few notable limitations to both the preliminary and follow-up studies previously discussed.
The video used in the preliminary study had not been used in previous misinformation studies and was
very simple. Some subjects may have realized the intentions of the study after reading false information
in the supplemental materials, and this may have impacted the data. The study was also conducted by
advisors, and although they were provided with clear instructions, this creates opportunities for mistakes
in the execution of the study. Some advisors may have been more strict than others regarding the rules
of the study (no talking during the study, no sharing answers, etc.) which may have also led to biases in
the data. For example, subjects may have asked each other for answers, leading to multiple subjects
reporting the same misinformation. This also applies to the follow-up study using 34 9th grade subjects,
which was also conducted in advising groups. This study used a much more appropriate video, yet
because of scheduling issues only 34 subjects were able to participate in this iteration of the study.
Because of this, the data collected was only from inaccurate questions/inaccurate testimony and
accurate questions/inaccurate testimony trial groups. Both of these groups showed very low scores for
average number of correct answers, meaning most subjects recalled false details (from the inaccurate
testimony/questions) instead of accurate details from the video. Further studies will need to be done in
the future using this same apparatus from the follow-up iteration to see conclusive results. In the future,
| will conduct an experiment using the same procedure used in both the preliminary and follow-up
studies. | will use the video used in the follow-up study to ensure more accurate data. Subjects will be
divided into the same four trial groups used in the preliminary study.
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Emotional Response to Fragrance Smell

and Marketing — Using Heart Rate and Self-Reported
Questions to Measure Gender Differences in
Physiological and Psychological Impact

by Sophia Sondey
Abstract

he presented experiment assessed whether there are differences in the way males and females

emotionally respond to the scent and marketing information (name, bottle, video advertisement) of

perfume and cologne. 23 students at the Berkeley Carroll School in grades 10 and 11 were
recruited as subjects. All experiments consisted of two rest periods and two fragrance exposure periods.
The order of perfume and cologne periods was alternated between subjects. In order to quantify
emotional response, the Root Mean Square of Successive Differences (RMSSD) between heartbeats and
average heart rate were measured and analyzed, in addition to self-reported responses from an emotion
questionnaire. Three experimental trials assessed the effectiveness of the heart rate monitor and
questionnaire as measurement tools; data from all three trials were pooled together for final analysis.
Results showed no gender-based differences in physiological response to the fragrances, but also
showed gender-based difference in the self-reported responses. This data suggests that the gender-
divide in the fragrance industry is primarily a marketing strategy based on gender stereotypes, rather
than a strategy based on scientifically proven differences in the way men and women respond to
fragrance.

Background
Emotion: Sense of Smell, Marketing Strategies, and Gender

Emotions are not something we can physically see, and as a result, it is difficult to grasp exactly why we
have them or where in our bodies they come from. Emotions are reactions associated with activity in the
Autonomic Nervous System (ANS)—the branch of the nervous system that controls bodily functions that
happen subconsciously—particularly with heart rate, finger temperature, and muscle tension (Appelhans,
2006; Ekman, 1983). According to the Polyvagal Theory, emotional reactions additionally relate to the
branches of the vagal nerve that control the heart, lungs, and digestive tract (Slonim, 2014; Porges,
2007). Thus, emotions are not simply abstractions of the mind, but physiological responses.

The connection between smell and emotion is a topic that has been studied by many since it is
rooted in aspects of many people’s lives, such as memory stimulation (Fox, 2009), aromatherapy
(Cho, 2013), consumer behavior (Chebat, 2003), and romantic partner pheromone attraction (Hofer, 2018).
People identify smells by activating the limbic system, a section of the brain known to be the “seat of
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emotion,” and relating that smell to a memory or emotion (Fox, 2009). Only after this emotional
connection has been made are we able to name a particular scent, suggesting that our perception of
smell is closely linked to, and even dependent upon, our emotions.

For centuries, people have been manipulating their personal scent either to change the way others
perceive them (Fox, 2009; Roberts, 2009) or for their own liking (Milinski, 2013; Sell, 2006). A correlation
has been found between the Major Histocompatibility Complex (MHC) genotype—a collection of
peptides that determine the strength of a person’s immune system—and the fragrances that they like
(Milinski, 2001). This further demonstrates how the sense of smell is neurologically and emotionally
complex. These connections demonstrate that smells and fragrances can manipulate our emotions and,
correspondingly, alter the rhythm of activity within the ANS.

The marketing information that is used to sell a fragrance also plays a role in manipulating
consumers’ emotions. Studies on general marketing information have shown, for example, that the
vowels within a brand name can draw consumers toward names because people subconsciously favor
certain vowels over others (Klink, 2009). Additionally, the images on the packaging of a product
(Underwood, 2001) and a person’s ability to touch an item (Krishna, 2010) have been shown to increase
shoppers’ attention to a product, and likeliness of purchasing a product. However, little research has
been done to show any emotional responses due specifically to the marketing strategies of perfume
and cologne.

Furthermare, researchers have not explored the question of whether perfume and cologne
evoke different emational responses from men and women. Despite the gender-based divide in the
fragrance industry, from the separation of the ingredients used in perfumes and colognes to the different
colors used for their packaging, minimal research has been done to assess how men and women react
emotionally to the smells of perfume and cologne and how they are influenced by the marketing
strategies displayed by fragrance brands. In popular culture, it is accepted that sweet, fruity, and floral
smells are among the more feminine scents while scents like musk, spice, and smoke are marketed as
more masculine (Fox, 2009; Sell, 2006). Additionally, perfume is typically sold in bottles and boxes that
are pink, purple, or other colors that are considered to be feminine while cologne is sold using colors that
are considered to be masculine (Sell, 2006). There are countless other ways perfume and cologne adhere
to gender stereotypes. Knowing if men and women truly respond differently to these scent formulations
and marketing strategies would suggest that there is a difference in the biological makeup of men and
women that causes them to be drawn to different scents and images. Additionally, it would imply that
the reason for the gender divide in the fragrance industry isn't solely a marketing strategy or an attempt
at enforcing gender-stereotypes. Advertisements and other aspects of fragrance marketing are
intentional (Klink 2009), and have clear target genders which can be inferred based on the color or the
packaging to the words used in the titles. Yet, similar to the effects of the smell of fragrance on
consumers, little research has been done to assess how these marketing strategies influence
consumers’ decisions and specifically if men and women respond to them in the same ways.

Building off of what is known about the relationship between the sense of smell and emotional
response, the physiological response associated with emotions, and the effects of marketing information
on consumers’ emotional response to a product, the current study attempts to measure how people’s
emotions are affected by fragrance scent and marketing, and more specifically, whether men and women
respond differently to fragrance scent and marketing.



Measuring Emotion

Heart rate is commonly used to evaluate emotional state since it is an easily measurable function of the
ANS (Choi, 2017). However, inducing a measurable physiological reaction requires a stimulus that will
adequately provoke emotions within the subject (Geethanjali, 2017). One effective way of doing this is to
present stimulation that combines the senses, particularly visual stimulation with stimulation of another
sense (Geethanjali, 2017). Thus, the physical smell, pictures of the packaging, the descriptions, and the
video advertisements for the perfume and cologne were presented to subjects in this study to elicit a
stronger stimulation of the ANS and subsequent change in heart rate. Heart Rate Variation (HRV) is a
quantity derived from heartbeat that demonstrates how much the rate of a person’s heartbeat changes
between successive beats; this can be measured in terms of time (the time, in milliseconds (ms), that
elapses between each heartbeat) or frequency (the number of heartbeats with the same select valence
that would occur within one second; measured in Hertz) (Appelhans, 2006; Choi, 2017; Moore, 2017).
Since emotions generally correlate to changes within the ANS, HRV provides a more accurate
assessment of emotional state than a measurement of average heart rate would (Appelhans, 2006; Choi,
2017; Farnsworth, 2019; Moore, 2017). However, measuring the change in a person’s average heart rate
can still indicate signs of emotional stimulation (Ekman, 1983; Haag, 2004; Koelstra, 2011). Therefore,
both HRV and average heart rate were used as the primary variables of analysis for this study.

HRV can be calculated in many different ways, all of which evaluate different dimensions of heart
rate changes that translate into different dimensions of emational response (Appelhans, 2006;
Farnsworth, 2019; Kanjo, 2015). The most commonly used calculation is known as the Root Mean Square
of Successive Differences (RMSSD), a time-based analysis that calculates the overall variance in the
time between each heartbeat (Farnsworth, 2019; Moore, 2017). The overall progression of a heartbeat is
referred to as the “QRS Complex,” with Q representing the beginning of a beat, R representing the peak
of a beat, and S representing the end of a beat (Farnsworth, 2019). The distance (in milliseconds)
between the peak of each heartbeat, the “R,"” is referred to as the “RR Interval” (Farnsworth, 2019). The
equation to calculate RMSSD utilizes the RR Interval as follows:

(RR Interval 1 — RR Interval 2) 2 + (RR Interval 2 — AR Interval 3) 2 + (...)
RMSSD = (Farnsworth, 2019)
#of RR Intervals

RMSSD was selected to be the measurement of HRV used for heart rate analysis in this study.

Methods

Subjects

All participants in Trial 1a (n=8), 1b (n=6), and 1c (n=15) were Upper School students at The Berkeley
Carroll School in grades 10 and 11. All participants in Trial 1a and 1b were students enrolled in the
Science Research and Design (SRD) program, and all participants in Trial 1c were students from a health
class that met when the experiments were being conducted. The recruitment processes varied between
trials. For Trial 1a, the experimental objective and procedure were verbally explained to a 10th grade
SRD class and students volunteered to participate in person. For Trials 1b and 1c, class instructors were
contacted regarding their students’ participation; information and sign-up sheets were sent to the
instructors who then gave them to the students. Students voluntarily signed up for available time slots,
the location of experimentation was specified, and experiments were carried out at assigned times.
Additional subjects for trial 1c were obtained from a 10th grade health class; the procedure for finding
volunteers was the same as the procedure used for trial 1a. The subject pool was small due to
limitations in time for the experiment, and access to volunteers. The experiment needed to be performed
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on all subjects in person and individually, and the average time for each experiment was around fifteen
minutes, which unfortunately only made it possible to obtain a small group of subjects.

Subjects in all trials were exposed to the same conditions to ensure that no external stimulation
would influence data. All experiments were either held in the Berkeley Carroll Science Prep Room or in
room 405. During the experiments, there weren't any additional people present, and there was minimal
sound produced inside and outside of the room. No potential harm was associated with any aspect of
this experiment, and permission to conduct this study was granted by the Berkeley Carroll Institutional
Review Board (IRB). Each subject was aware of their role as a participant prior to the experimental trial.
Anonymity was maintained since subjects’ names were never recorded; there was no way to connect
data back to the individual subject.

Apparatus and Materials

Two fragrances, one perfume (Coco Mademoiselle, by Channel) and one cologne (Boss, by Hugo Boss)',
were used in this experiment; both fragrances were used to demonstrate differences in smell, marketing
information, and overall gender specificity. It was hypothesized that this information would evoke
different emotional responses in male and female subjects. The fragrance was presented to the subjects
in a clear bottle without a label, accompanied by selected marketing information: an image of the bottle
that the fragrance would be sold in, the name of the fragrance, the description of it from the company
website, and the video advertisement that was used to market it. The type of fragrance (perfume or
cologne) was not specified to subjects so that they wouldn't begin the experiment with an idea of how
they thought they should respond based on their gender.

The Mindfield eSense Pulse HRV Biofeedback Sensor (Figure 7)was used to measure subjects’
heart rate in response to exposure to the fragrances and marketing information. This monitor was
selected since it consisted of only one sensor, it was easy to use, it calculated RMSSD and average
heart rate, and the data could be easily viewed and downloaded through the free Mindfield eSense
Pulse App which was made specifically for the monitor. This app was downloaded from the app store
onto an iPad provided by Berkeley Carroll. The eSense Pulse also came with electrode contact spray,
which needed to be applied to the two electrodes on the band before use to increase registration of
subjects” heartbeat (Figure 2).

Since RMSSD and average heart rate have not yet been applied to studies with fragrance, a
self-reported emotion questionnaire was also used to evaluate emational response. These questions
were meant to provide additional insight into how subjects were responding emotionally to the
fragrances by giving them a chance to self-report their feelings and opinions. The first part of these
questions was adapted from the Self-Assessment Manikin Test (SAM), a questionnaire that has been
used in previous studies as an additional measure of emotion along with a physiological measure
(Geethanjali, 2017; Morris, 1995; Stevens, 2016). The SAM Test is useful since it assesses three aspects
of an emotional state: valence (type of emotion), arousal (level of emotional excitement), and dominance
(strength of emotion). Under each of the categories, the SAM presents a number scale—typically 1-5 or

! The highest-rated perfume and cologne on the Sephora website (Sephora.com) during the time this
experiment was being planned. One worry when planning this experiment was that the subjects simply would
not like the smells of the fragrances presented to them, which would cause them to base their answers solely
on that rather than the marketing information and the smell. Therefore, the highest-rated fragrances were
chosen with the idea that if many other people liked them, the subjects in this experiment would hopefully not
be repulsed by the smell, and would be able to base their emotional response on all information provided.



1-92—accompanied by figures that visually depict the feeling that each number on the three scales is
meant to measure. In this study, an additional set of questions was added to the SAM Test (Figure 3).
These questions included two short-response questions regarding first impressions of the fragrances,
one question that asked subjects to circle the emotion that was the closest to what they were
experiencing, and three scales (referred to as “likeliness scales”) meant to evaluate consumer
tendencies of men and women and their awareness of how their gender is being targeted by the
marketing strategies of the fragrances. Together, the measurements of HRV and the emotion

Figure 1
Picture of Mindfield eSense Pulse Apparatus.

Image includes the sensor band, and conductivity spray.

Figure 2
Application Points for Electrode Spray.

Diagram of where electrode spray is to be applied to electrodes on
eSense Pulse band; shows the sensor band flipped over.

2 Where 1 is the lowest, and 5 or 9 is the highest. For example, in this study, 1 represents “sad”,
and 9 represents “happy” under the category of valence. Labels change with three categories.
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Figure 3
Emotion Questionnaire that was used in this Study.

“Question Set 1” includes the SAM Test, and “Question Set 2" includes the
additional short response questions and the three likeliness scales.

Question Set 1
General Emotions — Self-Assessment Manikin Test

Overview
e This assessment allows you to report how you are feeling emotionally in response to
the fragrance and marketing information you were just exposed to
e Asks about three dimensions of your emotion: valence, arousal, and dominance
e The images of the manikin are supposed to help you gauge how you are feeling

Directions
Circle the number that represents your emotional state (do not circle in between numbers, please).
You are assessing how the fragrance smell and advertising made you feel.

Valence: What type of emotion are you experiencing?

1 2 3 4 5 6 7 8 9
(neutral)
Sad, Angry, &3] a5 53] 53] B9 B8 B3 =5l B Happy,
Unpleasant -~ -~ -~ - E‘— - - ~ -~ Delighted,
Pleasant
Arousal: How emotionally excited are you feeling?
1 2 3 4 5 6 7 8 9
(neutral)
Calm, = Excited,
Un-Amused, ﬁ Fascinated,
Dull Charged

Dominance: How intense is the emotion you are feeling/How much are you able to control it?

1 2 3 4 5 6 7 8 9
(neutral)
Intense = = =y Not Intense,
Emotion, | Can't fﬁ fﬂ ﬂ | Can Control It
Control It Completely




Question Set 2
Specific Emotional State Questions

Directions

1. For questions 1 and 2, give a brief written response. Please try to be as specific as possible.

2. For questions 3-5, circle the value that best describes your feeling. Please only circle one value,
and don't circle any spaces in between numbers.

Questions
1. Briefly explain: What are your initial thoughts after smelling this fragrance and observing

the marketing information? Focus on opinions, emotions, likes/dislikes, etc.

2. Circle two emotions that best describe how you are feeling in response to smelling the
fragrance, and observing the marketing information:

Happiness, Excited, Romantic, Soothing, Disgust, lIrritation, Angry, Sad

3. Briefly explain: If you saw this fragrance in a store/online, would you purchase it for
yourself? Why or why not?

4. How likely are you to buy a fragrance that does not specify gender in the marketing of
the scent (circle one)?

1 2 3 4 5 6 i 8 9
Not Likely At All Neutral Very Likely

5. How likely are you to buy a fragrance that is marketed to your gender?

1 2 3 4 5 6 i 8 9
Not Likely At All Neutral Very Likely

6. How likely are you to buy a fragrance that is NOT marketed to your gender?

1 2 3 4 5 6 7 8 9
Not Likely At All Neutral Very Likely
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questionnaire provided a complete assessment of both subjective and biometric emotional response
to fragrance and data to assess any differences in the way males and females respond to perfume
and cologne.

Procedure

Before the experimental process began, subjects put the heart rate monitor on. Subjects did this in
privacy because the monitor needed to make contact with their skin and therefore be applied under their
shirt. They were given the monitor, the electrode contact spray, and an instruction sheet with visuals
before they put the monitor on. When subjects returned, it was ensured that the monitor was connected
to the eSense App on the iPad. After the monitor was registered, subjects were given a brief overview of
the experimental procedure and the opportunity to ask questions. There were four periods of heart rate
measurement: rest 1, fragrance 1 exposure, rest 2, and fragrance 2 exposure. To control for olfactory
fatigue®, perfume and cologne were alternated between the fragrance periods (1 and 2) for each subject.
The eSense monitor was started at the beginning of each period, and stopped at the end; there was no
overlap in measurement between the four periods so that they could be analyzed separately. Each
measurement period was labeled uniquely for distinction. During the first rest period, subjects followed
a 60-second breathing exercise’ (rest 1). The rest periods were meant to normalize subjects’ heart rate
and provide a control measurement for analysis. A breathing exercise was selected for both rest periods
to control for any changes in heart rate that might have been attributed to deep inhalation of the
fragrances. Following this period, subjects smelled the first fragrance and were shown the
corresponding marketing information (fragrance 1 exposure). When this period ended, subjects were
given coffee beans to smell to reset their olfactory receptors. For trial 1a, subjects then immediately
began the second rest period (rest 2). For trials 1b and 1c, subjects were given the question sets after the
first fragrance period; heart rate was not measured while subjects were answering questions. Subjects
in trials 1h and 1c did the second rest period after finishing the questions (rest 2). Following the second
rest period, subjects from all trials smelled the second fragrance, and were shown the selected marketing
information (fragrance 2 exposure). When the second fragrance period was over, trial 1a ended, however,
subjects in trials 1b and 1c were given the same set of questions as they were after the first fragrance
period. A short feedback questionnaire was given at the end of the experiment for all trials.

Data

Since no studies have been conducted to assess emotional response to fragrance, it was relatively
unknown which variables were the best to analyze for this experiment. Therefore, several variables were
measured to assess which ones were the most effective in measuring emotional response to fragrance
and would help answer the experimental questions. These variables included four different types of
calculations derived from heart rate measured through the Mindfield eSense Pulse monitor and all of the
questions provided on the emation questionnaire (Figure 3). Once all data was collected and statistical
analyses were conducted, the most useful variables were selected and are presented below.

3 When olfactory receptors in your nose can no longer detect smells sufficiently because they have been
exposed to other smells previously (Sell, 2006).

4 Exercise was conducted through a guided breathing app on an iPhone called, The Breathing App. Exercise
consisted of a sphere expanding and contracting; subjects inhaled while sphere was expanding, and exhaled
while sphere was contracting.
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The effectiveness of these variables was determined by a few factors. RMSSD and average heart
rate were the two calculations from the heart monitor that were selected because other scientific
literature supports their accuracy (Appelhans, 2006; Choi, 2017; Ekman, 1983; Farnsworth, 2019; Haag,
2004; Koelstra, 2011; Moore, 2017), while the other variables are not widely used. The other variables
were initially measured to see if they would provide insight different from that provided by the RMSSD

and average heart rate data points, however, none of these measurements displayed any distinct results.

All results from the SAM Test were excluded because many of the subjects expressed that they
experienced difficulty filling it out. They felt that determining their own emotion was difficult to begin
with and that the format of the test was also confusing. Because of this, the results from the SAM Test
are most likely inaccurate. The two short response questions and the question that asked subjects to
circle the emotion that best described how they were feeling were not meant to be statistically
analyzed—they were initially meant to provide additional qualitative understanding of the subjects’
response to the fragrances. For these reasons, these variables were excluded from the overall data
analysis.

For each of the following analyses, data were obtained from 10th and 11th-grade girls and boys.
The number of subjects varies between analyses—sample size is indicated before each data set. All
subjects were exposed to the same fragrance scent and marketing information under the same

experimental conditions. Error bars represent the estimated standard error of the mean (average + SEM).
A two-tailed t-test with independent samples was used to assess the significance of differences in data.

Heart Rate Data

For figures 4-7, data from 13 female subjects and 10 male subjects were included in analyses.

Figure 4
Male vs. Female: Change in RMSSD from Rest 1 to Perfume
Exposure Period.

Bars represent the average amount that RBMSSD changed from first rest period
(rest 1) to the perfume exposure period between all male and female subjects
(average + SEM). No significant difference is present between the results (p= 0.23).

M Female
Male
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Figure 5

Male vs. Female: Change in RMSSD from Rest 2 to Cologne
Exposure Period.

Bars represent the average amount that RMSSD changed from second rest period
(rest 2) to the cologne exposure period between all male and female subjects
(average + SEM). No significant difference is present between the results (p= 0.50).

Figure 6

Male vs. Female: Change in Average Heart Rate from
Rest 1 to Perfume Exposure Period.

Bars represent the average amount that the average heart rate changed

from first rest period (rest 1) to the perfume exposure period between all male
and female subjects (average + SEM). No significant difference is present
between the results (p= 0.36).

B female

Male

W female

Male
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Average Likeliness Rating

Figure 7

Male vs. Female: Change in Average Heart Rate from Rest 2
to Cologne Exposure Period.

Bars represent the average amount that RBMSSD changed from second rest period
(rest 2) to the cologne exposure period between all male and female subjects
(average + SEM). No significant difference is present between the results (p=0.17).

W Female

-2 Male

Self-Reported Data

For figures 8-10, data from 8 female subjects and 6 male subjects were included in analyses.
Additionally, data from perfume and cologne were combined.

Figure 8

Average Likeliness to Purchase a Fragrance that does not
Specify Gender: Female vs. Male.

Bars represent the average likeliness ratings female and male subjects gave
(average + SEM). A significant difference is present between the results (p= 0.02).

W Female
Male
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Average Likeliness Rating

Average Likeliness Rating

Figure 9

Average Likeliness to Purchase a Fragrance
that is Marketed toward their Gender: Female vs. Male.

Bars represent the average likeliness ratings female and male subjects gave
(average + SEM). A significant difference is present between the results (p= 0.017).

I

i

Figure 10

Average Likeliness Rating on Scale 2 vs. Scale 3 with
Male and Female Responses Combined.

Bars represent the average likeliness ratings on scale 2 (“how likely are you to
purchase a fragrance that is marketed toward your gender?”) and scale 3 (“how likely
are you to purchase a fragrance that is marketed toward the opposite gender?”);
average + SEM. A significant difference is present between the results (p= <0.0001).

M Female

[ Male

[ Scale?
[ Scale3



Data Analysis and Discussion

The primary set of questions this experiment strived to answer was: Why is there a gender divide in

the fragrance industry? Is there something in the biological makeup of men and women that causes them
to be drawn to different scents and images, or is the divide primarily a marketing strategy based on
gender stereotypes?

Two preliminary studies were conducted to answer this set of questions prior to this iteration of
the experiment. In the first study, ingredients that are commonly used in perfume and cologne were
selected, and presented to male and female subjects; the subjects were asked to select the emotions
they felt when smelling each scent from a list of options. Each emotion on the list was categorized as
either a positive or negative emotion. The proportion of number of positive to number of negative
emotions was calculated for the male and female subjects separately, and then compared statistically;
no results were significant. In an attempt to improve the experimental design, rule out factors that would
have affected the data and answer the questions above more directly, the second experiment focused on
how people decide to purchase a fragrance based on the marketing information they see. Subjects were
split into two groups: one smelled perfume and cologne without any marketing information present, and
the other smelled the perfume and cologne with all of the marketing information (name of fragrance,
bottle, description) present. Male and female responses under the two conditions were compared, and
none of the results were significant. This experiment was the third attempt to improve the experimental
design to see if eliminating more outside variables would produce a different result; a result that
suggested the reason for the gender divide in the fragrance industry goes beyond a social system.
However, once again, the data collected did not produce any result that indicates men and women
emotionally respond differently to perfume and cologne. The data from these three experiments
suggested that gender divide in the fragrance industry is a marketing strategy based on gender
stereotypes rather than physiological gender based differences in emotional response.

This iteration of the experiment was meant to further assess these questions from the perspective
of the emotional response, both physiological and self-reported, that men and women have to fragrance.
The data from this experiment supports the same conclusions that were drawn from the two preliminary
studies. None of the presented analyses of male vs. female change in RMSSD and average heart rate
data produced statistically significant results, indicating that there is no gender-based difference in
physiological emational response to perfume and cologne.

However, when the change in RMSSD data points were pooled together from all conditions—male
and female, perfume and cologne—and compared against a change of zero (no change in RMSSD), the
overall change in RMSSD was significantly greater than zero (single sample t-test, assumed mean of 0,
p=<0.0001). In all conditions, RMSSD had decreased from the rest period to the fragrance exposure
period, which means that both male and female subjects became more emotionally stimulated when
they were exposed to fragrance than they were during a normal time of rest. The conclusion that the
fragrance periods altered the emational state of male and female subjects not only demonstrates that
the experimental conditions were successful in evoking a physiological response, which was one of the
main concerns of this experiment, but also shows that the results from the original gender-based
analyses are accurate—fragrance clearly affects emation, however, it does not affect males and female
emotional physiology differently.

This trend was not seen in the average heart rate measurements—average heart rate of male and
female subjects did not change in the same way under both fragrance conditions (single sample t-test,
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assumed mean of 0, p= 0.403369). Overall, the average heart rate data did not provide any useful
insights into the ways that the male and female subjects responded to the perfume and cologne, which
indicates that RMSSD is a more effective measurement tool for assessing emational response to
fragrance than average heart rate.

The only results from this study that showed a statistically significant gender-difference in
fragrance preference were seen in self-reported responses. The last portion of the questionnaire used in
this study was the set of likeliness scales which evaluated how strongly the male and female subjects
cared about the gender a fragrance was marketed toward (figure 3, “Question Set 2", questions 3-5).
When subjects were asked how likely they were to purchase a fragrance that did not specify gender, the
female subjects had a significantly greater average rating than the male subjects (figure 8, p=0.02).
When they were asked how likely they were to purchase a fragrance that was marketed specifically
toward their gender, the male subjects had a significantly greater average rating (figure 9, p=0.017).
There was no gender-based difference present when subjects were asked how likely they were to
purchase a fragrance that was marketed toward their gender, however, when male and female
responses were combined, both genders were significantly more likely to purchase a fragrance marketed
toward their gender than a fragrance that was marketed toward the opposite gender (two-tailed t-test,
p=<0.0001). These results indicate that subjects use gender-targeted fragrance marketing to inform their
purchasing decisions. More importantly, these results demonstrate that gendered marketing successfully
draws consumers to purchase fragrances that match their gender. These conscious habits represent how
the fragrance industry continues to maintain its gender-divide through the gender-stereotypes present in
the marketing information of the products.
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The Significance of Dreaming:
A Case Study Examining the Dreams of
13 High School Students

by Hope Swetow

Abstract

he current study explores the significance of dreaming in 13 high school students. For 14 nights,

participants filled out a dream diary explaining their dreams and their perceived meaning.

The experimental interpretation of the dreams was determined using the pattern matching
technique; each dream was matched to 1 of 5 existing dream theories. In addition, a modified version of
the word search method used in Bulkeley (2009) was employed to highlight the most frequent words and
themes in each dream. The continuity hypothesis was found to best explain the significance of the
adolescents’ dreaming. The dreamers were often able to connect their dreams to specific events and
emotions in their waking lives. The word search technique found that the most recurrent themes (eg.
friends, family, and school), are themes that logically play major roles in the lives of teenagers. It was
found that some themes in dreams were universal for the male and female participants, while other
themes (eg. celebrities, transportation, drugs/smoking/alcohol, parties, love/sexual relationships) were
more often linked to the dreams of females.

Background

The study of human dreams is based around two central questions: how do they occur (in regard to
physiology) and what is their purpose? In the past, it was thought that the brain was in a state of
dormancy and inactivity during sleep (Blake & Gerard, 1937). Although oneirology remains an
undeveloped area of study, research has increased greatly since Aserinsky and Kleitman published their
discovery that dreaming occurs in the rapid eye movement (REM) stage of sleep (Aserinsky & Kleitman,
1953). REM is characterized by “rapid, jerky, and binocularly symmetrical eye movements” (Aserinsky &
Kleitman, 1953). The brain is most active during REM, which is why it is linked to dreaming (Aserinsky &
Kleitman, 1953). Normally, REM first occurs 90 minutes after falling asleep and lasts for 10 minutes
(Siegal, 2001). People usually experience 5-6 cycles of REM sleep in one night. Mare recent studies have
found that while dreaming is most common during the REM stage of sleep, it can also occur during
non-REM sleep (Solms, 2003).



Scientists currently have a greater understanding of the physiology of dreaming than of the
explanation for dreaming. Why humans dream is a highly debated topic. Several scientists and
philosophers have proposed widely accepted hypotheses explaining the significance of dreaming.

The current study examines 5 of these hypotheses.

The activation synthesis hypothesis proposes that dreams don't serve a physiological purpose.
The activation refers to the “random firing of neurons from the brain stem” and the synthesis refers to
the “interpretation of these random signals into spontaneous thoughts by the cerebral cortex” (Hobson,
1999). Scientist Allan Hobson concluded that dreams are just “noise in the machine” (Hobson, 1999).
Hobson proposed the activation synthesis hypothesis after examining different parts of the brain during
dreaming. Hobson deduced that because only 14% of people remember dreams every night, it is unlikely
that the content has value.

The continuity hypothesis suggests that waking states, concerns, and emations are the primary
images reflected in dreams (Bulkeley, 2009). Dreams accurately reflect emotional concerns but not
always actual events. This theory states that one is able to evaluate someone’s psychological well-
being, personality, and priorities based on their dreams. According to this hypothesis, dreams do not
serve an evolutionary function, but can still be used as a tool to understand the dreamer. The continuity
hypothesis has prompted therapists and psychologists to discuss dreams with patients, since it suggests
that great insight into someone’s well-being can be accessed from dream content. In a longitudinal study
testing the continuity hypothesis, scientists investigated the dreams of 28 female participants over the
course of a 6-10 year period (Pesant & Zadra, 2005). They also took into consideration the participants’
self-reported psychological well-being. The study concluded that lower self-reported levels of
psychological well-being from participants corresponded with dreams containing more aggressive (as
opposed to friendly) interactions and negative (as opposed to positive) emations. They also concluded
that the types of concerns most likely to be reflected in people’s dreams are “predominantly
interpersonal and emotional in nature” (Pesant & Zadra, 2005).

The emotional regulation theory suggests that dreams serve to process and confront emotions
while dreaming (Wagner, 2001). This theory is very similar to the continuity hypothesis, except it
postulates that dreams have evolutionary benefit. For example, if someone’s emotional equilibrium in
their waking life is disturbed, dreams dilute those feelings. Furthermore, dreams don't have to be
reflections of daily life (a dream about zombies, for example). In the study conducted by Wagner,
scientists compared memory formation for neutral and emotionally arousing materials during periods of
early and late sleep of three groups of adult men (Wagner, 2001). All three groups had to read an
emotional text and a neutral text. The first group went to sleep but subjects were woken before they
could get to REM sleep. The second group went to sleep and were not woken until they had a few
stages of REM sleep. The control group did not sleep. The two groups who went to sleep remembered
more of the stories in general than the control group. However, during late-sleep, memory of emotional
texts was significantly enhanced compared to the control and the early sleep group, suggesting that
during REM (the stage in which most dreaming occurs), emotions were being processed more than other
aspects of waking life. In another study, adult participants were asked about their depression before and
after sleep. They found that those depressed before sleep reported significantly more positive dreams
which led the scientists to believe that dreams are emotional stabilizers (Ruby, 2011).

The threat simulation hypothesis suggests that a biological function of dreaming is to simulate
events that might have threatened the reproductive success of our ancestors in order to improve the
probability that similar events in their waking lives would be handled successfully (Revonsuo, 2000).
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According to Revonsuo, dreams let us “rehearse threat-avoidance skills in the simulated environment of
dreams just like mental training and implicit learning have been shown to lead to improved performance
on a wide variety of tasks”. Because people today rarely face the same threats as our ancestors, the
threat simulating function of dreams is likely not fully activated often. However, it is probably manifested
in dreams that include recent traumatic events in a person’s life that trigger negative long-term
memories.

Freud's dream theory was not based on scientific evidence but rather philosophy. He believed that
dreams reflect the desires of the subconscious that a person is unwilling, or unable, to confront in their
waking life (Freud 1900). He believed that dreams must have meaning and claimed that even if the
images in a dream seemed foreign, they were just distorted pieces of one's waking life. He states that
dreams have two parts: the manifest content and latent content (Freud, 1900). What we remember of our
dreams when we wake up is the manifest content, and the dreams that we have and don't remember
(part of the subconscious) are the latent content. The id is an important aspect in Freud’s model of the
psyche. The id is defined as “the set of uncoordinated instinctual desires” of a person (Freud, 1900).
Freud claimed that the latent part of dreaming is composed of aspects of the person’s real life masking
the id.

In this case study, | explore the significance of dreaming in 13 high school students. In most
previous studies investigating the purpose of dreaming, scientists collected data quantitatively or by
studying the brain directly. This case study format allowed for a large amount of in-depth qualitative
data as opposed to a short form, survey, or brain scan as used in prior research, which was necessary to
justify the conclusions made.

Several analysis techniques were used. The rigorous and accelerated data reduction (RADaR)
technique was the framework of the analysis because it is a data organization tool commonly used for
case studies to make sorting and arranging large amounts of data easier (Watkins, 2017). Two additional
techniques were used for the analysis of the dreams. The pattern matching technique is used in different
types of studies to connect data to previously proposed theories (Yin, 1984). In the current study, pattern
matching allowed for linking the meaning of dreams with 5 already existing dream hypotheses. This was
done in order to see which results from previous studies mirror the content of the dreams reported in this
study. While other studies use data from dreams to develop theories, my study classifies dreams based
on existing theories. A modified version of the word search method was also used to calculate the
frequency of certain words/themes within each dream to highlight the mast important concepts across
the data set. To my knowledge, the word search method has never been used in such a small subject
pool as it was designed to calculate the word frequency of thousands of dreams on DreamBank.net. The
use of all three analysis techniques in this study maximizes the chance of reliable and justifiable results.

Methods

In order to get participants for this study, an email was sent out to 9th and 10th grade students at
Berkeley Carroll asking if they would be willing to participate. In order to encourage participation, an
incentive was implemented that gave students permission to come late to school on days when they
had a first period free. However, the email only attracted 3 participants. The other 10 subjects were
obtained in a few different ways. 8 subjects were recruited because their friends had participated in the
study and they were interested and 2 participants were recruited through their Science Research and
Design class. The participants” ages ranged from 15-17-years-old. Participants were not required to
provide their name.



A dream diary was distributed to each of the 13 participants. The diaries for each participant
were distributed on different days depending on when the person decided to jain; this allowed for the
acquisition of more data as subjects could be included when they became available. Participants were
instructed to fill out their dream diary for 14 nights, after which it was returned. The instructions for
dream entries were printed in the dream diary. Each night, the participants responded to two questions
about their dreams:

Question #1: Please tell me about your dream(s) from last night in as much detail as possible. Include
anything about people, places, conversations, actions, emotions, etc. that occured in the dream.

Question #2: Please tell me what you think the meaning of your dream(s) from last night is? Was it too
confusing to understand or maybe it was reflective of a real event in your life/something that happened
the previous day?

If the participant did not have a dream then they did not respond to the questions. The dreamless
days did count towards the 14 required entries. A check-in email was sent 7 days into each participant’s
time to make sure participants were doing the study and did not have any questions. At the end of the
study, participants were asked to answer 2 follow up questions before returning the diary.

Follow up Question #1:
Explain your experience filling out the dream journal.

Follow up Question #2:
Did you learn anything about yourself or your dreams?

Dream transcripts were analyzed using the rigorous and accelerated data reduction (RADar)
technique. This method follows a 5 step process. The first step ensures that all the data transcripts are
formatted similarly. This entails creating and transcribing all of the data from a participant into an
organized transcript. The second step places the formatted data transcripts into an all-inclusive, Phase 1
data table. This means copying and pasting all of the text from the transcripts into a table with multiple
rows and columns. This is the first “data reduction table” (ie. A table or spreadsheet that contains all the
information from the transcripts (Watkins, 2012). The third step reduces data from all-inclusive data
tables to produce a shorter, more concise Phase 2 data table. Information from the Phase 1 data table is
removed/reduced so that what remains is only the text that is relevant to the overarching research
question. The fourth step includes pattern matching and the word search technique. The pattern-
matching technique identifies and compares the patterns evident in the data against one or more
existing hypothesized patterns (Yin, 1984). In the current study, this involves aligning each dream to one
of the 5 dream theories. The word search technique is a technique used to analyze large quantities of
dream data on DreamBank.net (Bulkeley, 2009). The word search finds all the dreams recorded on the
website containing certain words chosen by the analysts. The word search method has been modified
for the purposes of this study, but the idea remains the same. The most important words were those that
stood out in the dreams such as the emotions, people, and objects. These words were singled out and
their frequencies were quantified (Table 3). The last step of the RADaR technique is drafting the final
project deliverables (data tables and quotations), which are the most salient pieces of evidence from
which the conclusions are drawn.
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Results and Discussion

Table 1 includes the descriptive statistics calculated based on the dream diaries of the 13 participants
over the course of 14 days. In total, 182 nights were recorded and of those 182 nights, 90 dreams (49%)
were recorded. The participants did not recall their dreams for the other 92 days. The time of day the
participants filled out the dream diary could have had an impact on the dream recall frequency.
Sometimes dreams are forgotten throughout the day and sometimes pieces of the dream are recalled
throughout the day. Dream recall between male and female subjects differed, although it was not
statistically significant. One female subject did not remember any dreams at all, while the other female
subjects tended to have at least five dreams during the 14 nights. It is important to note, however, that
this is a trend found in previous research. In my previous study done at Berkeley Carroll regarding gender
and dream recall, it was found that female high school students had a significantly higher dream recall
than male high school students (p=0.0008). Table 1 also includes the average number of words per
dream response of male and female participants. An independent two-tailed t-test determined that the
female subjects recorded significantly more words per dream than male subjects (p=0.0082).

Table 1

Descriptive Statistics.

Total # of Nights Recorded 182
Number of Dreams Recalled 90
% of Nights with Recorded Dreams 49
Average # of Dreams per Participant 6.9
Average # of Dreams per Male Participant 58
Average # of Dreams per Female Participant 76
Average # of Words per Dream Response (male) 32.7
Average # of Words per Dream Response (female) 55.6

Table 2 shows the results of matching one of the already existing dream theories to the dreams recorded
in this study. Of the 90 dreams recorded, 41 of the hypotheses aligned with the continuity hypothesis,
meaning that they seemed to reflect the events and emotions of the dreamer in their waking life. | was
able to come to this conclusion largely based on the dreamer’s response to the second question which
asked them if they believed there was a significance in their dreams. Many subjects knew exactly what
their dreams meant and could connect them to events and emotions they were feeling in their waking
lives. It was challenging to link a dream with the continuity hypothesis if the dreamer did not have a
suspicion of their dream’s meaning, because not enough about the dreamer’s personal life was known.
Therefore, it is possible that some dreams which aligned with the continuity hypothesis were not
identified if the dreamer was not as in touch with what they believed their dreams meant. An example of
a dream interpreted as continuity is: / think | was either playing a video game with my brother or in a
video game with him. We were trying to beat a level on the highest difficulty. When asked what the
dreamer perceived to be the meaning behind this dream, the dreamer stated: / played this video game
with my brother last week on the highest difficulty. The dreamer was able to pinpoint that his dream
was a response to an actual event that happened recently. In other cases, the dreamer was able to make
more abstract connections. For example, one person described their dream: Bret threw a party but his



house looked just like mine. | went into my room to go to the bathroom and Carl followed me. Then he
started screaming at me and called me creepy. In response to this dream, the person wrote: The
meaning of this dream meant that | was stressed out by my relationship with Carl. This dream could
potentially fall under the emotional regulation hypothesis as well. In this case, the dreamer did not
actually live the scene in their dream, but was still able to identify the dream’s emotional significance.
Both of these examples align with the main principles of the continuity hypothesis. The first dream was
reported by a male subject and the second by a female subject. Female respondents tended to report the
emotional and big picture meaning of their dreams, while most male responses said that they did not
know the meaning of their dream unless they could match it with a very specific moment.

The 12 dreams (Table 2) that fell under the emotional regulation theory could have also possibly
been applied to the continuity theory because of high similarities between the two theories. However,
for the purpose of this study, a dream was classified as emational regulation when the dreamer reported
strong emotional content and could not connect the dream to an event in their waking life. This was
done to distinguish emotional regulation dreams from other dreams (specifically those in the continuity
section that did not contain emotions) because there was no way to calculate if the dream actually
benefited or impacted the dreamer at all. One person wrote: /t's the first day back from spring break and
the teacher gives us a test that | am unaware of. We are in a room in the basement and when | look at
the test | can't think. My mind is blank and | start panicking but | manage to fill out a few answers on the
first page but it takes forever. The second and third page makes no sense to me. | can't figure out what
the questions are asking or the format so | just stare at it freaking out for a while. | clearly am struggling
and a senior girl taps me with her pencil and gives me this annoying look like you're doing it wrong and |
feel pathetic. | look at her paper slightly and think | understand so I fill out a box and she looks back at
me and shakes her head. Then | just have a panic attack until | woke up. The dreamer then says: / have
had this same dream many times. | always have a dream like this before Chemistry tests. It is because |
get nervous for tests. This dream is not a memory of a specific time, but rather a manifestation of this
person’s anxiety surrounding tests. The person experiences a version of this dream before every test. The
recurrence of correlation between exam stress and the dream supports the emotional regulation
hypothesis, which states that emotions are processed during sleep. However, there is no way to know
the impact this dream had on the person in their waking life because they did not share that information.
Additionally, it may even be unlikely that they would be aware of whether it benefited them (calmed
them down) or increased their nerves.

The activation synthesis hypothesis, which claims that dreams do not serve a purpose at all, was
supported 21 times (Table 2). This theory was applied when the dreamer used phrases in their
interpretations such as the dream was completely random or the dream was way too confusing too
understand, because the dreamer could not identify the purpose of the dream. Many dreams were put in
this category due to brevity. These shorter dreams also tended to be less detailed than the dreams that
fell under the other hypotheses. Logically, if someone can barely remember a dream and can't find
meaning in it, it seems like that dream would likely have no vital meaning. However, it is possible that
some dreams were accidentally labelled as activation synthesis. It is possible that some participants did
not feel comfortable explaining what they thought their dream really meant. For example, if the dream
contained sexual or illegal activities, the participant might have written / don’t know in response to why
they had that dream, instead of confessing private parts about their waking life. It is also likely that
some participants did not provide themselves enough time to fill out the dream diary, and instead of
thinking through what their dreams meant, just wrote that they didn’t know. While the participants were
not required to write their names in the journal, strict anonymity when receiving journals was not
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enforced by the principal investigator. In future studies, it would be advisable to have a double blind
study so the participants feel comfortable being transparent. An example of one of the dreams that fell
under activation synthesis was this one: / think | might have been at a big outdoor concert. The
explanation was: / don't know because I've never been to a concert. Another example is: / had a dream
about going to a couch store. | remember something about a grey couch. The explanation was: There
isn't really a connection to my life. | do have a grey couch. In both of these dreams, not only can the
dreamer not give enough information about the dream for it to have a purpose but the dreamer also
cannot think of a valid explanation.

Freud's theory aligned with 8 of the dreams (7Table 2). The dreams were placed under this category
when the dream seemed to have a hidden message and the dreamer did not have an exact explanation
for the dream, but they had a suspicion. Freud's theory postulates that dreams uncover emotions and
thoughts that are not surface level. For example, one person wrote: / had a dream that everyone needed
to learn some secret code in order to get into people’s houses when my friend group hung out. If you did
not know the secret code, you could not get in. Their analysis of the dream was: / could have had this
dream because sometimes my friend group can be kind of exclusive to people who we are not super
close with. The dream was not explicitly a reflection of an event but is likely uncovering guilt of the
dreamer for having excluded people in the past. The dream could be the subconscious resurfacing
previous events that the person has tried to suppress/forget about. The person does not let us know how
this dream made them feel. It could have made them want to reform their ways or maybe they did not
think about it at all after writing it down. Another study would benefit from anonymously gathering
follow-up information regarding holes in the data so that the conclusions could be more concrete.

The threat simulation theory accounts for 5 of the dreams (Table 2). These dreams were the ones
that included traumatic and violent events. This theory originated to be about our ancestors” survival, but
now dreams under this category are mostly warnings or nightmares. One person wrote: / also had two
other dreams that were so, so scary. One of my close friends was sexually assaulting me and WOULD
NOT stop no matter what | did. The person then said: / have no idea why I had that dream. I've had
issues with this person in the past, but never anything about sexual assault, so | don’t know why |
dreamt that. | think it is likely that the dream is not about the person who they experienced the sexual
assault from in the dream, but more about a fear of being assualted haunting the person. Another
example of a dream that fell under this category said: / was with my family on a beach in Florida. It was
rainy but | went for a swim anyway. Two fish started chasing me. One of them was a barracuda and |
don’t remember the other. | swam to shore but they started walking on land. After | got away from them,
| went back to my family. There was a tidal wave approaching so we went inside. The dream wasn't

Table 2
Dream Theory Pattern Matching.

Dream Theory Number of Dreams
Pattern Matching Matching the Theory
Continuity Hypothesis 41

Activation Synthesis 21

Emotional Regulation 15

Freud's Theory 8

Threat Simulation 5




scary at all. Interestingly, this person says this dream was not scary to them because in the analysis they
say: usually when | have chasing dreams or tidal wave dreams it's when I'm stressed out but | wasn't
stressed at all last night. The act of a barracuda chasing this dreamer seems to align with threat
simulation although the dreamer denies that it was scary, because the dreamer explains that these
chasing dreams recur and are normally very stressful.

Table 3 displays the results of the word search across all the dreams. Each of the words or
themes commonly mentioned in the dreams were grouped together in five categories located in column
1 of the table. The main categories (characters, culture, social interactions, emotions, and nature) are all
categories from the word search in the Bulkeley (2009) study. Under the main categories are the
subcategories. The subcategories are exact words or themes mentioned in the dreams. For example,
cars, trains, planes, and buses were all categorized under the theme of transportation. If a single dream
mentioned transportation mare than once, it was still counted as only one reference. This was meant to
see how many dreams these themes appeared in, not how many times the individual word appeared in a
dream. Most of the words found in the current study were also found in the Bulkeley word search paper.

The most common theme in the characters category was friends, which had 35 references in total.
Friends were seen in all dream types alongside several other themes. In the 10 dreams that included
drugs, smoking, and alcohol, 7 of those dreams included friends, signaling that the participants may
associate drugs, smoking, and alcohol with their friends as opposed to other people. The continuity
hypothesis supports the findings that teenagares dream a lot about their friends (Table 2). In my opinion,
teenagers are likely surrounded by their friends mare than they are surrounded by their family due to the
prominence of school and school-related activities. As a result, their dreams reflect images of their
friends. Because social situations and relationships are important to adolescents, they are present in
their waking minds, and therefore their dreams. Family was the category with the second highest
number of references. 21 dreams included family members, whether it was someone’s whole family or
an individual member. Like friends, family is usually a big part of the lives of teenagers. The other
characters (other acquaintances, celebrities, animals, strangers, and zombies) were referenced in
dreams less than friends and family. According to the continuity hypothesis, this is logical. For example,
there was only one mention of a fantastical being (a zombie). Fantastical beings are not characters that
teenagers generally encounter on a daily basis which is why they were reflected in many dreams less
frequently than friends.

The culture category includes words and themes that are likely common in the waking lives of
Americans in the 21st century. Transportation had the most mentions. Most of the dreams that included
transportation referenced cars, specifically Ubers. Trains were also frequently mentioned. These results
align with the continuity hypothesis as cars, specifically taxis, are common in the lives of teenagers
living in New York City. The train is a form of transportation utilized by many people in New York, which
is likely why it was part of participants’ dreams. School was mentioned 15 times and 9 of these dreams
contained emotions such as stress, anxiety, anger, and loneliness. The continuity theory states that
dreams contain the biggest concerns and emotions of the dreamer in their waking lives. The connection
between school and negative emotions is rational, as school can induce academic stress and social
pressure for many teenagers. Vacation and travel were mentioned by the participants 13 times. Unlike
the previous themes, vacation is not always a major part of a person’s daily life. The study was done
while the participants were in school, not on vacation, though some participants did complete the dream
diary the two weeks prior to a break, and some participants completed the dream diary directly following
a break. This could explain why travel would be on the waking minds of participants. Travel was most
often recorded in context with friends, family, or other acquaintances (classmates). Games, sports, drugs,
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alcohol, smoking, parties, and tests were other frequently referenced themes. All of these are common
in the lives of many teenagers. College, holidays, and death were referenced less frequently. The
participants who mentioned college were seniors in high school. At the time of their participation in the
study, they were going through the college process. The other participants were in lower grades, which
likely explains why college was not on their minds.

Social interactions included violence, feeling alone or excluded, and love/sexual relationships.
Violence manifested in dreams in different ways. There were dreams about sexual assault, guns and
other weapans, physical fighting, and violence through the expression of anger. In these dreams,
violence can be linked to fear and anger. The dreams referenced by female participants regarding
violence often included fear, while those of male participants often included anger. | believe that
violence is experienced and seen by different people in different ways, which could explain why there
were many different emotional responses and manifestations of it in the dreams. In 6 dreams, the
participants reported either being completely alone in a space or being excluded. The dreams in which
the dreamer was completely alone were located in school. The dreams about exclusion were in context
with friends. These dreams appear to exhibit the social and school-related anxieties of the dreamer. Love
and sexual relationships were also mentioned 6 times. Relationships, love, and sexuality are topics that
teenagers often explore and think about which may account for these dreams.

Many emotions were present in the dreams. Nervousness and stress were the most common
emotions, with 7 mentions. 5 of the dreams about stress were linked to school, and the others were
linked to relationships with parents/friends. | believe it is common for teenagers to be stressed about
those things. Happiness was mentioned 6 times in different contexts. One person explained the
happiness they felt in a dream regarding being with friends from camp, one person shared a dream of
just her and her friend laughing, and one person shared a dream about feeling content with the high
school they are attending. Dreams about being late did not specifically mention that they were stressed.
However, these dreams could also potentially fall under the stress subcategory because in the dreams,
the dreamers appear stressed. The other subcategories that fall under emotion (sadness, fear, failure,
performing, yelling, confusion, and being chased) only had 1 or 2 references. These could be feelings
less common in the lives of the participants.

There were not many references to nature. Summer and weather (rain and tornadoes) were each
mentioned 3 times. Fire was mentioned once. Falling dreams, categorized as nature in the Bulkeley
paper because “they provide literal and possibly metaphorical references to gravitational forces in
nature” were only mentioned once, but are a phenomenon commonly studied in dreams (Bulkeley, 2009).
Nature is certainly present in the lives of participants, but may not occupy much thought in the same
way friends, family, and school might.

Column 3 of table 3 shows the ratio of male participants who mentioned a certain word/theme.
Column 4 shows the ratio of female participants who mentioned a certain word/theme. There are some
themes that do not seem to be associated with a specific gender. Friends, family, school, games/sports,
being alone/excluded, happiness, tests, and stress, were themes that both male and female subjects
reported. However, celebrities, transportation, drugs/smoking/alcohol, parties, love/sexual relationships,
were more commonly seen in the female dreams. Drugs/smoking/alcohol, parties, and love/sexual
relationships, were often seen in the same dreams of the female participants. The highest ratios for
males were friends, family, school, sports/games, and being alone/excluded. The continuity theory may
be able to explain the differences in the ratios based on gender. It is possible that the themes that didn't
differ based on gender are more universal, while the categories that have the biggest gender difference
represent different concerns/priorities of male and female teenagers in their waking lives. The



Table 3

Results of the Word/Theme Search and the Gender Breakdown.

Categories and Frequency Ratio of Male (n=5) | Ratio of Female (n=8)
Sub-categories (# of Mentions) Participants who Participants who
Mentioned Mentioned the
the Word/Theme Word/Theme
Characters
Friends B85 3/5 7/8
Family 21 3/5 7/8
Celebrities 5 0/5 3/8
Animals 5 1/5 3/8
Other Acquaintances 6 0/5 5/8
Stranger 5 2/5 3/8
Fantastic Beings 1 0/5 1/8
Culture
Transportation 18 1/5 6/8
School 15 3/5 7/8
Vacation/Travel 13 2/5 6/8
Games/Sports 1 4/5 4/8
Party 10 0/5 3/8
Drugs/Smoking/Alcohol 10 0/5 4/8
Tests 6 2/5 4/8
College g 1/5 2/8
Holidays 2 2/5 0/8
Death 1 1/5 0/8
Social Interactions
Violence 8 2/5 4/8
Being Alone/Excluded 6 3/5 3/8
Love/Sexual Relationships | 6 0/5 4/8
Emotion
Nerves/Stress 7 2/5 4/8
Happiness 6 3/5 2/8
Being Late 3 0/5 2/8
Sadness 2 1/5 1/8
Fear 2 0/5 1/8
Failure 2 1/5 1/8
Performing 2 1/5 1/8
Yelling 2 1/5 1/8
Confusion 1 0/5 1/8
Being Chased 1 1/5 0/8
Nature
Summer 3 1/5 2/8
Weather 3 0/5 2/8
Fire 1 0/5 1/8
Falling 1 1/5 0/8

83



84

statistically significant difference in average number of words per dream between male (32.7 words) and
female (55.6 words) participants must also be taken into consideration (p-value=0.0082). The differences
in gender could be due to the fact that the females were more in depth in their responses. Men could
have experienced love/sexual relationships in their dreams, but they didn't include it. The sample size is
another limitation of this study, because there were only 5 males and 8 females. It is possible that with
more participants, these ratios would be different.

Despite limitations, the study concludes that the continuity hypothesis best explains the
significance of dreaming of the 13 high school participants. This was concluded as the dreamers were
often able to connect their dreams to specific events and emotions in their waking lives and the word
search technique found that the most recurrent themes (friends, family, school, etc) in the dreams, are
themes that are highly likely to play major roles in the lives of teenagers.
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About Science Research and Design (SRD)

In this selective three-year program, 10th-12th grade students conduct original
scientific research and become experts in a field of study, writing their own essential
questions and gaining a deep understanding of the dynamic, evolving nature of science.
The goal of the program is for students to experience scientific research as scientists
do. Students take this course in addition to their other science classes.

First Year: Introduction to Science Research and Design — Students read a
variety of papers and articles as they learn how to dissect and understand scientific
writing and expose themselves to many different fields of study. They then take part in
a scaffolded research study on a prescribed topic as they learn the nuts and bolts of
scientific research. This research study includes a Spring Intensive course in which
students master scientific research methods and learn how to design detailed iterative
procedures and record experimental results. By the end of their first year, they are able
to read, understand, and explain journal level articles on one or two fields of study, and
they should have a sense for the requirements of a complete scientific study.

Second Year: Advanced Science Research and Design — Students further hone
their research skills by first verifying a published research study before designing and
conducting their own independent project. Throughout the year, students continue to
familiarize themselves with background literature, adjust their procedure as
necessitated by their experimental observations, and record and analyze their results.
By the end of their second year, they have completed several rounds of their own long-
term study and they propose how that study could be modified and redone. They defend
their findings in an end of year oral exam

Third Year: Symposium — Students finalize their individual research and learn how
to statistically analyze their findings. They also refine their presentation skills before
presenting their results in a variety of settings including an end of year Symposium.
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